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Abstract

This paper presents the approach of the Data-
Hacks team in the PerAnsSumm Shared Task at
CL4Health 2025, which focuses on perspective-
aware summarization of healthcare community
question-answering (CQA) forums. Unlike tra-
ditional CQA summarization, which relies on
the best-voted answer, this task captures diverse
perspectives, including ‘cause, ‘suggestion,’
‘experience,” ‘question,” and ‘information.” The
task is divided into two subtasks: (1) identify-
ing and classifying perspective-specific spans,
and (2) generating perspective-specific sum-
maries. We addressed these tasks using Large
Language Models (LLM), fine-tuning it with
different low-rank adaptation (LoRA) config-
urations to balance performance and computa-
tional efficiency under resource constraints. In
addition, we experimented with various prompt
strategies and analyzed their impact on perfor-
mance. Our approach achieved a combined av-
erage score of 0.42, demonstrating the effective-
ness of fine-tuned LLMs with adaptive LoRA
configurations for perspective-aware summa-
rization.

1 Introduction

Community Question Answering (CQA) forums
for healthcare care serve as valuable resources for
individuals seeking information on illnesses, treat-
ments, therapies, personal experiences, and medi-
cal advice. These communities include a number
of varied viewpoints, such as factual information,
expert advice, personal anecdotes, causal justifica-
tions, recommendations, and follow-up questions.
Although these platforms provide diverse perspec-
tives, the large number of responses, often contain-
ing conflicting points of view, makes it difficult for
users to extract clear and reliable information.

A well-structured summary is crucial for en-
abling users to quickly access relevant information
within this complex content. However, traditional
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summarization models, like RNN-based encoder-
decoder architectures, often fail to handle the com-
plexity of CQA discussions. They struggle with
capturing multiple viewpoints, handling contradic-
tions, and preserving key information which is
present in CQA threads. (Chowdhury et al., 2020).

Recent advancements in summarization tech-
niques have attempted to address these challenges.
Perspective-aware summarization models ensure
that critical viewpoints are retained (Naik et al.,
2024), while inconsistency detection methods such
as SummaC use NLI-based approaches to improve
factual reliability and coherence in summaries (La-
ban et al., 2022). Furthermore, CQA-specific
summarization corpora have provided high-quality
reference summaries to better adapt models to
the unique nature of CQA data (Chowdhury and
Chakraborty, 2019). Despite these developments,
existing methods still struggle to effectively capture
the nuanced and sometimes contradictory perspec-
tives present in CQA discussions.

Large Language Models (LLMs) have emerged
as powerful tools for text summarization, excelling
at processing lengthy contexts and generating co-
herent summaries (Minaee et al., 2024). However,
adapting these models to domain-specific tasks like
healthcare CQA remains a challenge due to the
high computational costs associated with full fine-
tuning. To overcome this limitation, Low-Rank
Adaptation (LoRA) (Hu et al., 2022) has gained
prominence as an efficient fine-tuning technique
that enables LLMs to specialize in specific tasks
with minimal parameter updates. By leveraging
LoRA, LLMs can be adapted for perspective-aware
summarization while significantly reducing com-
putational costs.

The PerAnsSumm Shared Task at CL4Health
2025 (Agarwal et al., 2025) is designed to advance
the development of perspective-aware summariza-
tion systems for healthcare CQA forums, focusing
on two subtasks: (A) Span Identification and Classi-
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fication and (B) Perspective-Aware Summary Gen-
eration. This problem highlights the necessity for
sophisticated methods that can summarize and dis-
tinguish between various points of view while pre-
serving the content’s cohesion and factual integrity.
In our work, we fine-tuned Mistral-7B(Jiang et al.,
2023) and analyzed the impact of LoRA ranks and
prompting strategies on the performance of both
tasks.

2 Dataset

The task included PUMA dataset (Naik et al.,
2024), a perspective-aware corpus specifically an-
notated for medical question-answer pairs. The
dataset consists of 3,167 CQA threads with approx-
imately 10,000 answers sourced from Yahoo! L6
corpus. Each answer is annotated with perspective-
specific spans across five categories: experience,
information, cause, suggestion and question. Each
data instance has several key components- Ques-
tion, Context, Answers, Labelled Answers Spans,
Labelled summaries.

The Question represents the user’s inquiry re-
lated to a healthcare topic. The Context provides
additional background information, which may be
empty or contain relevant details to aid in under-
standing the question. The Answers consist of a
list of user-provided responses related to the ques-
tion. These answers are further enriched with La-
belled Answer Spans, which are annotated text
segments categorized under the perspective labels.
Each span includes the text itself along with its
character-level position, enabling precise identifi-
cation of the perspective within the answer. Addi-
tionally, the dataset includes Labelled Summaries,
which are perspective-specific summaries that ag-
gregate relevant spans across all answers in a thread.
These summaries serve as concise representations
of the underlying perspectives, facilitating a com-
prehensive understanding of the various viewpoints
expressed in the data set.

3 Methodology

Our goal was to enhance perspective-aware answer
summarization by fine-tuning Mistral-7B using
Low-Rank Adaptation (LoRA).We experimented
with different LoRA ranks and prompting strategies
to assess their impact on performance. Mistral-7B
was chosen for its strong language understanding
capabilities, efficiency, and ability to generate co-
herent and contextually rich summaries. Instead

of full fine-tuning, we opted for LoRA to preserve
model generalization while optimizing computa-
tional efficiency making it feasible under resource
constraints.

3.1 Data Preprocessing

The dataset provided contained perspective-specific
spans and summaries annotated across five cate-
gories: experience, information, cause, suggestion,
and question. To prepare the data for training, we
systematically extracted these segments from the
original JSON annotations and reformatted them
into a structured format.

Each instance in the dataset was converted into a
standardized dictionary structure where every cate-
gory was explicitly represented. For example, even
if a response contained only information spans,
the format ensured that placeholders for other per-
spectives were included like: {information:[.....],
suggestion:[ ], experience:[ ], cause:[ ], question:[
]}. This transformation allowed uniform process-
ing across all data instances and ensured that the
model learned to differentiate between perspectives
effectively.

3.2 Prompt engineering

We experimented with various prompt strategies
and documented the results of two key variations.
For Task A, the model was instructed to generate
spans for each perspective label. For Task B, the
same prompt structure was used, but the model
was asked to generate summaries instead of ex-
tracting spans. In the first approach, the prompt
presented the question, context, and answer as a
single block of text without explicitly differentiat-
ing them. While this approach produced reasonable
outputs, it often resulted in vague or incomplete
summaries, as the model struggled to clearly distin-
guish between different components. Additionally,
the absence of clear section markers sometimes led
to misclassification in span extraction and inconsis-
tencies in summaries.

To address these issues, we refined the prompt
by explicitly separating the question, context, and
answer into distinct sections. This structured ap-
proach improved the model’s ability to identify
relationships between different components, lead-
ing to more accurate perspective classification. It
also minimized errors caused by misinterpretation
and ensured greater consistency in the generated
outputs. A comparative analysis of both strategies
revealed that the structured prompt method signifi-
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cantly improved both the accuracy and coherence
of the summaries, making it the preferred choice
for our experiments. The prompts are detailed in
the Appendix section.

3.3 Evaluation Metrics

The submissions were evaluated across different
metrics for each task. Task A (span identification
and classification) was evaluated across 3 main
metrics F1 score (Macro F1, Weighted F1), Strict
Matching, Proportional Matching. Macro and
weighted F1 scores can assess the classification per-
formance, ensuring a balanced evaluation across all
the classes including minority ones. Strict Match-
ing and Proportional Matching metrics for preci-
sion, recall and F1 score were used to evaluate span
identification accuracy. Strict Matching checks if
the span boundaries match exactly, while Propor-
tional Matching allows for partial overlaps, making
the evaluation more flexible.

Task B (Perspective-Specific Summarization)
was evaluated across two metrics- Relevance and
Factuality. Relevance was assessed using ROUGE
(ROUGE-1, ROUGE-2, ROUGE-L) (Lin, 2004),
BERTScore (Zhang et al., 2020), METEOR (Baner-
jee and Lavie, 2005), and BLEU (Papineni et al.,
2002). ROUGE measures lexical overlap by com-
paring n-grams between the generated and refer-
ence summaries. BERTScore goes beyond surface-
level overlap by using contextual embeddings to
evaluate semantic similarity. METEOR considers
synonymy and stemming to better capture mean-
ing, while BLEU focuses on matching n-grams but
is more sensitive to exact word choice. Factuality
was assessed using AlignScore(Zha et al., 2023),
SummaC ensuring that summaries remained fac-
tually consistent and aligned with source content.
This multifaceted evaluation approach allowed us
to thoroughly analyze the effectiveness and reliabil-
ity of our models in capturing diverse perspectives
and generating high-quality summaries.

4 Experiments and Results

4.1 Experimental Setup

We fine-tuned the Mistral-7B model using Low-
Rank Adaptation (LoRA) to optimize computa-
tional efficiency while preserving model general-
ization. LoRA enables efficient adaptation by in-
jecting low-rank matrices into key transformer lay-
ers, significantly reducing the number of trainable
parameters while maintaining model performance.

To systematically analyze the impact of LoRA con-
figurations, we experimented with different LoRA
ranks—64, 128, and 256—while keeping the LoRA
scaling factor (lora_alpha) fixed at 128.

The model was fine-tuned for five epochs, with
a per-device batch size of four and gradient ac-
cumulation set to two, resulting in an effective
batch size of eight. We used the AdamW opti-
mizer with fused updates, a learning rate of 2e-4,
and a linear scheduler without warm-up. Mixed
precision training was enabled, utilizing FP16 or
BF16 (based on hardware support) to further opti-
mize memory usage and training speed. Training
was monitored using epoch-wise evaluation, with
key metrics tracked via Weights & Biases (W&B).
The best-performing model was selected based on
evaluation results, with a checkpoint limit of six to
manage storage efficiently.

4.2 Results

Table 1(a) presents the performance metrics for
Task A. Among the different LoORA configurations,
the refined prompt (RP) with a LoRA rank of 256
achieved the highest overall performance, with
a Task A score of 0.5441, outperforming initial
prompt (IP) configurations with a small margin.
The RP (256) setting also led to the best Strict F1
and Proposition F1, indicating improved precision
and recall in structured prediction. Among the IP
configurations, LoRA rank 256 performed best, fol-
lowed by rank 128 and the lowest performance was
observed in IP (64).

Table 1(b) reports the evaluation metrics for Task
B. Similar to Task A, RP (256) achieved the highest
scores, particularly in TASK B Factuality (0.3663)
and TASK B Relevance (0.3504). While IP (256)
demonstrated competitive performance (Factuality
= 0.3521), RP (256) still outperformed all other
configurations. The improvements in factuality and
relevance suggest that refined prompts help gen-
erate more accurate and contextually appropriate
responses, making them particularly effective for
knowledge-based tasks like summarization.

Table 2 consolidates the performance across both
tasks. The highest combined average score of
0.4203 was obtained using RP (256). The results
indicate that increasing the LoRA rank improves
performance by a small margin, with LoRA rank
256 yielding the best results. The refined prompt
(RP) strategy outperformed initial prompts (IP) for
the combined average. However, their effect across
individual metrics was not consistent.

376



(a) Performance Metrics for Task A

LoRA rank ‘ Macro F1 | Weighted F1 ‘ Strict P ‘ Strict R ‘ Strict F1 ‘ Prop P | Prop R | Prop F1 | Task_A

IP (64) 0.8382 0.8778 0.1148 | 0.0857 0.0981 | 0.4542 | 0.6318 | 0.5285 | 0.5015
IP (128) 0.8787 0.9181 0.0156 | 0.0495 0.0238 | 0.5422 | 0.6301 | 0.5829 | 0.5082
IP (256) 0.8689 0.9009 0.131 0.1048 0.1164 | 0.4546 | 0.6659 | 0.5403 | 0.5192
RP (256) 0.8635 0.9044 0.1599 | 0.1352 0.1465 | 0.5149 | 0.6678 | 0.5815 | 0.5441

(b) Performance Metrics for Task B

LoRA rank | ROUGE1 | ROUGE2 | ROUGEL | BERT | METEOR | BLEU | TASK B Relevance | Align | SummaC | TASK B Factuality

1P (64) 0.3671 0.1607 0.3345 0.7849 0.3386
1P (128) 0.3787 0.1679 0.3428 0.8041 0.3406
1P (256) 0.3778 0.1747 0.343 0.7927 0.3452
RP (256) 0.3708 0.1683 0.3365 0.7762 0.3391

0.1052 0.3485 0.4002 | 0.2661 0.3331
0.1072 0.3569 0.2846 | 0.4302 0.3574
0.1092 0.3571 04211 | 0.2831 0.3521
0.1116 0.3504 0.4427 | 0.2899 0.3663

Table 1: Performance Metrics with different LoRA ranks (in bracket) and IP - Initial Prompt, RP - Refined Prompt

LoRA rank ‘ Combined Average

IP (64) 0.3944
IP (128) 0.4075
IP (256) 0.4095
RP (256) 0.4203

Table 2: Task A + B Combined Average Scores

5 Conclusion

This study shows that combining Low-Rank Adap-
tation (LoRA) with well-structured prompts can
significantly improve perspective-aware summa-
rization in healthcare Q&A forums. By fine-tuning
the Mistral-7B model, we captured different per-
spectives—cause, suggestion, experience, question,
and information—while keeping the approach ef-
ficient. LoRA rank played a key role, with higher
ranks generally improving precision and recall,
though the gains leveled off at a certain point. The
refined prompt strategy also boosted classification
accuracy, proving that clear guidance helps mod-
els generate better responses. These results high-
light the importance of both efficient fine-tuning
and good prompt design in building accurate and
context-aware summarization systems for health-
care applications.

6 Limitations

While RP (256) achieves the highest combined
score, no single configuration is best across all
metrics. For instance, IP (128) performs better in
factuality compared to RP(256) (SummaC: 0.4302
vs. 0.2899), indicating trade-offs between factu-
ality and summarization quality. Although higher
ranks (256) generally yield better combined results,

IP (128) achieves comparable or better results in
some areas (e.g., ROUGEI, SummaC, BERT), in-
dicating that simply increasing LoRA rank does
not guarantee uniform improvement.Despite using
LoRA to reduce computational costs, fine-tuning
large models like Mistral-7B is still computation-
ally intensive, which may not be accessible to all
researchers. Since the model is fine-tuned specifi-
cally on healthcare CQA data, this might limit its
generalizability to other domains or even differ-
ent types of healthcare texts outside the utilized
dataset.

7 Future Work

Using Mistral with prompt variations and LoRA
ranks for the tasks shows promised results. Fu-
ture research could focus on creating more robust
prompt templates that generalize across tasks and
developing adaptive methods to adjust LoRA ranks
based on task complexity.Further, ablation studies
comparing different fine-tuning methods, includ-
ing other parameter-efficient techniques, could pro-
vide deeper insights. Expanding prompt strategies
for diverse domains, integrating multi-modal data,
and analyzing the trade-offs between prompt refine-
ment and model performance are also promising
directions. Analyzing the model through a mecha-
nistic interpretability lens might provide more in-
sights into its decision-making process, clarifying
things that remain unclear in our analysis.
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Appendix

Prompts
The prompts used in our experiments are shown in
Figures 1,2,3,4

Initial Prompt for Spans

Below is the given input text. Extract
the spans for each of the following labels:
EXPERIENCE, INFORMATION, CAUSE,
SUGGESTION, QUESTION.

Input:

{input_text}

Response:

{{"EXPERIENCE": [], "INFORMATION":
[, "CAUSE": [], "SUGGESTION": [],
"QUESTION": [1}}

Figure 1: The initial prompt used for extracting spans
from input text for different categories.

Initial Prompt for Summary

Below is the given input text. Summarize
the input text for each of the following
labels: EXPERIENCE, INFORMATION,
CAUSE, SUGGESTION, QUESTION.

Input:

{input_text}

Response:

{{"EXPERIENCE": "", "INFORMATION":
" "CAUSE": "", "SUGGESTION": "",

"QUESTION": "} }

Figure 2: The initial prompt used for generating sum-
maries from input text for different categories.

Refined Prompt for Spans

Below is the given Question, Context, and
Answer. Identify the spans in the user an-
swers that reflect a particular perspective
and classify each span to the correct per-
spective among: EXPERIENCE, INFOR-
MATION, CAUSE, SUGGESTION, QUES-
TION. Output the results in JSON format.
Question:

{question}

Context:

{context}

Answer:

{answer}

Spans:

{{"EXPERIENCE": [], "INFORMATION":
[], "CAUSE": [], "SUGGESTION": [],
"QUESTION": []}}

Figure 3: The refined prompt used for identifying and
classifying perspective spans in user answers.

Refined Prompt for Summary

Below is the given Question, Context, and
Answer. Generate a summary that repre-
sents the underlying perspective for each of
the following perspectives: EXPERIENCE,
INFORMATION, CAUSE, SUGGESTION,
QUESTION. Output the results in JSON for-
mat.

Question:

{question}

Context:

{context}

Answer:

{answer}

Summaries:

{{"EXPERIENCE": "", "INFORMATION":
", "CAUSE": "", "SUGGESTION": "",
"QUESTION": ""}}

Figure 4: The refined prompt used for generating
perspective-based summaries from user answers.
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