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Abstract

The proliferation of wearable devices and
sports monitoring apps has made tracking phys-
ical activity more accessible than ever. For in-
dividuals with Type 1 diabetes, regular exercise
is essential for managing the condition, mak-
ing personalized feedback particularly valuable.
By leveraging data from physical activity ses-
sions, NLP-generated messages can offer tai-
lored guidance to help users optimize their
workouts and make informed decisions. In
this study, we assess several open-source pre-
trained NLP models for this purpose. Contrary
to expectations, our findings reveal that models
fine-tuned on medical data or excelling in med-
ical benchmarks do not necessarily produce
high-quality messages.

1 Introduction

Type 1 diabetes (T1D) is an autoimmune disease
in which the immune system attacks the pancreatic
cells responsible for producing insulin, a hormone
essential for regulating blood glucose levels. With-
out insulin, cells cannot absorb glucose, leading
to potentially life-threatening consequences if not
externally managed (NIH). Physical activity plays
a crucial role in managing T1D, as it enhances
insulin sensitivity, helps regulate blood glucose lev-
els, and promotes overall health (Colberg et al.,
2016). However, exercise must be carefully man-
aged, as improper glucose regulation during physi-
cal activity can result in hypoglycemia (low blood
glucose) or hyperglycemia (high blood glucose),
both of which pose significant health risks.

Our study leverages data from wearable devices
and insulin monitoring, together with domain ex-
pert inputs, to develop a Natural Language Process-
ing (NLP)-based approach that generates person-
alized messages based on an individual’s physical
activity history. These messages, delivered after
each activity session, help individuals adjust their
behavior to minimize the risk of excessive glucose

fluctuations. This work serves as a proof of concept
for the feasibility of using personalized NLP-driven
messages in diabetes management, with the ulti-
mate goal of driving behavior change.

In this article, we primarily focus on the message
generation aspect of our work, evaluating several
open-source models by assessing the quality of
their generated messages and benchmarking them
against expert-written text. The choice of open-
source models was driven by our goal to integrate
our approach into an app that prioritizes user pri-
vacy and transparency.

Related work Several studies have explored inte-
grating wearable sensor data with NLP approaches,
using data from various sources, including phys-
iological and motion sensors (Ferrara, 2024), as
well as smartphone, self-reported (e.g., survey re-
sponses) (Li et al., 2024a) and voice-assistant data
(Li et al., 2024b). One notable example is PH-
LLM (Cosentino et al., 2024), which introduces a
fine-tuned large language model (LLM) based on
Gemini, designed to interpret and reason over phys-
iological data. Another example is PhysioLLM
(Fang et al., 2024), which focuses on sleep moni-
toring by leveraging GPT-4-turbo. It enables users
to analyze their sleep patterns and their impact on
health, providing insights in the form of correla-
tions and trends.

2 Problem and dataset description

Our aim was to generate short advice messages to
be shown to app users at the end of a workout, to
help them stay within normal glucose levels (70-
180 mg/dL) during future workouts.

We broadly categorized workouts into two types:
negative-outcome (i.e., the individual’s glucose
level went out of range, further subdivided into
hypo- and hyperglycemia) and positive-outcome
ones (i.e., the individual’s glucose level remained
within the range). Negative-outcome workouts re-
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Outcome Behavioral

Expert-provided

Ideal Response

Mistral Model

Hermes Model

hypo-
consume
10-30 g of carbs before
exercise if glucose is
below 120-140 mg/dL,
downward,
or if active insulin is

Pattern Information
negative  You Prolonged periods To  prevent
(hypo- spent 18 of hypoglycemia glycemia,
glycemia) minutes can lead to fatigue

below 70 and potentially

mg/dL dangerous  low

during glucose lev- trending

this work- els. Consider

out. adjusting  your high. Adjust insulin in

carbohydrate

intake before and
during exercise.

advance and monitor
glucose regularly.
Use fast-acting carbs
during workouts if
levels drop below 140
mg/dL.

To prevent prolonged
hypoglycemia during
exercise, consider
extending your
pre-workout carbo-
hydrate intake and
consume small, fre-
quent carbohydrate
snacks during your
workout. Start your
sessions later in
the day to minimize
the impact on your
glucose levels.

In order to prevent hypo-
glycemia during your next
workout, consider adjust-
ing your carbohydrate
intake prior to the ses-
sion. As the start hour
has no effect, focus on
consuming carbs 18 min-
utes before the workout to
help maintain normal glu-
cose levels throughout the
physical activity. Mon-
itor your glucose levels
closely and adjust your

diet accordingly to ensure
you stay within the normal
range during exercise.

Table 1: An example of a hypo-glycemia scenario "Time spent <70mg/dL". To the right: models output for best
actionable insights prompt with (0,0,1) (start time should increase). Color coding: black-action, red-hallucination,
violet-nutrition (carbs), blue-insulin, green-monitoring, grey-specific quantity.

quire a behavior change, and messages should ad-
vise the individual on how to adjust. Conversely,
if the outcome is positive, the individual should be
encouraged to maintain their current behavior.

As such, we used a more detailed characteriza-
tion of workouts, referred to as behavioral patterns
(i.e., a more precise description of the out-of-range
behavior selected from a pre-defined set of possi-
bilities). Each behavioral pattern was accompanied
by additional expert-provided information. We re-
fer to the combination of behavioral pattern and
expert-provided information as observable insight.
An example of an observable insight is shown in
the second and the third column of Table 1.

We considered a total of 17 different observable-
insight scenarios: 13 with negative outcomes and
4 with positive outcomes. For 11 of the negative-
outcome scenarios, we were also provided with
the ideal responses generated by domain experts,
which we used in our study as the ground truth.

In addition, we trained a machine learning model
that also considered the activity history of the indi-
vidual' to provide information on whether (and if
so, how) changing their behavior with respect to at
least one actionable variable could help the individ-
ual stay within the normal glucose range. Session
intensity, duration, and start time were selected as
the three actionable variables since they have eas-
ily interpretable meaning and are fully under the
person’s control. We refer to the outcomes of the
ML model as actionable insights.

"Details about the model are not reported here due to space
constraints and the focus on NLP methods.

3 Methodology

Model choice Given our commitment to using
open-source models, we focused exclusively on
these, excluding popular options like GPT-3.5 and
GPT-4. Additionally, due to the limited size of
the dataset available to us, fine-tuning was not a
viable option, which further influenced our model
selection process. The open-source models we
considered are listed in Table 2.

Framework design We based our methodology
on prompting (Brown et al., 2020) the open-source
NLP models using different (types of) prompts in
order to generate personalized user-friendly mes-
sages based on the aforementioned insights. Fur-
thermore, as additional external knowledge from
T1D experts (see expert knowledge in Table 1)
was available, instead of relying solely on the pre-
trained knowledge, we used that knowledge as ad-
ditional information to enhance message genera-
tion. In other words, we simulated” Retrieval Aug-
mented Generation (RAG) (Lewis et al., 2020) by
extending our designed prompts with the related
expert knowledge as the relevant context.

Prompt types We designed two types of prompts:
one that receives only observable insights, and
another that on top of these includes actionable
insights. In the first iteration, we evaluated a
wide range of models using the observable-insight

2We opted for not implementing a separate retrieval com-
ponent for a RAG system as the additional inputs are too short
and our dataset is too small to justify it.
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Motivation

FT; OML
instruct FT; OML
instruct FT; OML

Model (Owner)
Starling-LM-7B-beta (Nexusflow)
gemma-2-2b-it (Google)
Mistral-7B-Instruct-v0.3 (Mistral Al)

Hermes-2-Pro-Mistral-7B (NousRe- FT; OML
search)

JSL-MedPhi2-2.7B  (John Snow FT on medical
Labs) data
Llama-3.2-3B-Instruct (Meta) instruct FT
falcon-7b-instruct (TII) chat/instruct FT

Table 2: List of the open-source models and motivation
for choosing them. "FT" stands for fine-tuned, while
"OML" denotes the model’s high-rank (among top-4) at
The Open Medical-LLM Leaderboard (Pal et al., 2024).

prompt type. The rationale was that models per-
forming poorly on simpler prompts should not be
considered for more complex ones. Following the
initial selection, we introduced the second type of
prompt (full-insight), which also includes action-
able insights. For example, in the scenario from Ta-
ble 1, the desirable behavior might involve provid-
ing suggestions on how the user should adjust their
activity to avoid hypoglycemia, such as reducing
workout intensity. We encoded actionable insights
from our ML model as a three-dimensional vector,
with dimensions corresponding to session intensity,
duration, and start hour, respectively. Each dimen-
sion can take one of three values (0, -1, 1), where 0
denotes no effect on glucose level (hence no action
required), -1 denotes that the variable should be
decreased to reduce out-of-range risk, while +1 de-
notes that the variable should be increased for the
same purpose. A well-performing model should be
able to incorporate this information and generate
a corresponding message. Both observable- and
full-insight prompts were then iteratively refined
based on the evaluation criteria described below.

Evaluation We evaluated the generated mes-
sages both qualitatively and quantitatively. The
qualitative analysis focused on prompt adherence,
correctness, level of detail, emotional tone, and
medical content comprehension. Quantitative
analysis was feasible only for observable-insight
prompts, where ground truth allowed comparison
by measuring semantic similarity between gener-
ated messages and expert-provided ideal responses.

4 Results

Qualitative analysis The formulation of the ini-
tial observable-insight prompt (P) can be seen in
Figure 1. We found that many models have diffi-
culty adhering to this prompt. Besides Gemma, that

(Initial observable-insight prompt (P): "You will be pro-
vided with an observed PATTERN in a physical activity
session of a person with a T1 diabetes condition. You are
supposed to generate a 15-20 words long ADVICE related
to the observed pattern that can help the person to stay
within normal glucose levels. You should also incorporate
the given CONTEXT."

Best full-insight prompt: "You will be provided with
an observed PATTERN in a physical activity session of
a person with a T1 diabetes condition which leads to a par-
ticular EFFECT in person’s glucose level. The PATTERN
is a three-dimensional vector where the first component
refers to session intensity, the second component refers
to session duration and the third component refers to ses-
sion’s start hour. Each of the three components can take
exactly one of the values -1, 0 or 1. Value 0 denotes that
i-th component has no effect at all on person’s glucose
level and as such it is not relevant for the advice. Non-zero
value on i-th position denotes that the i-th component has
negative effect on person’s glucose level and is very rele-
vant for the advice. Value -1 on i-th position denotes that
decrease in the i-th component would make person stay
within the normal glucose levels. Value 1 on i-th position
instead denotes that increase in the i-th component would
make person stay within the normal glucose levels. You are
supposed to generate a 15-20 words long ADVICE lever-
aging the observed PATTERN and the given CONTEXT
to help the person stay within normal glucose levels, com-
menting only on those particular components that have
an effect on the patient glucose levels in the given case.
Make sure to take into account glucose level when giv-
ing the advice and not to mix recommendations for hypo-
glycemia (glucose level below 55 mg/dL) with those for
hyperglycemia (glucose level above 180 mg/dL). Keep a
professional tone and focus more on prevention that can
be done prior and/or during the workout instead of giving
a precise medical advice. PATTERN: (X,Y,Z)."

\_ J

Figure 1: Examples of prompts. In the second one,
(X,Y,Z) is the 3-dimensional output of the ML model.
Moreover, the underlined parts are shared with the best-
performing observable-insight prompts.

had different problems (see examples 1 & 2 in Ta-
ble 3), Starling-LM and JSL-MedPhi2 consistently
generated overly long responses (here omitted in
the interest of space). The same issue was often
also observed with Falcon. Even more importantly,
JSL-MedPhi2 frequently exhibited undesired be-
havior: after a paragraph it would either start re-
peating itself or encounter hallucination issues.

Examples 3-5 in Table 3 illustrate other issues
which do not necessarily stem from not adhering
to the prompt, but nevertheless were judged by ex-
perts as inappropriate. We, therefore, implemented
an iterative-refinement strategy in order to: 1) re-
duce emotional expressiveness (denoted as: Pe)
and avoid giving medical advices (F,,); 2) focus
on the observed behavioral pattern (Py); 3) enforce
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Ex. Scenario

Model

Response

Problem/Experts comment

1 Time spent below 55
mg/dL

Gemma

"Increase carbohydrate intake before and dur-
ing exercise to avoid prolonged hypoglycemia."

Not adhering to prompt (length)

Time spent above 250
2 mg/dL (if workout >2h
in duration)

Gemma

"Monitor your glucose closely and adjust
insulin as needed to stay within target range."

Lack of necessary detail, too gen-
eral and ignoring context (expert
input)

Time spent above 250

"Reassess insulin strategy and carbohydrate in-

Wrong type of response: provid-

3 mg/dL (if workout >2h  Llama take to prevent glucose spikes, aiming for a  ing medical advice instead of gen-
in duration) 5-10% increase in daily insulin doses." eral well-being recommendations
Time spent below 55 Mistral ”Immedlately consume fast—actmg... " Time aspect ("immediately” or

4 Llama "Consume ... within the next 5 minutes W s . ;
mg/dL " . . W within the next 5 minutes")

Gemma "Consume ... carbs immediately
- "Keep up the good work! Your consistent A bit too much excessive emo-
Glucose variability Gemma . . . .
5 glucose management is key to optimal perfor- tional expressiveness.

<36% during exercise .
mance.

Table 3: Examples illustrating some of the challenges with generated responses using the initial observable-insight

prompt (P) with different NLP models.

P-M —
P—H —
Pem — M —
Pem —H —
Pemi—M —
) Pemi—H —
E Pema — M —
< Pema—H1 N —
3 Pemn —M w I
S Pemn —H —— .
- Penm =M —— -
2 Penm —H I !
£ Penim—M ——
& Peim-H — I -
Pem<n> =M —
Pem<n> —H —
Poenm — M — i
Paenm —H ' I
Poem<n> —M — .
Poem<n> —H{ —— [ —

0.60 0.65 0.70 0.75 0.80

Values

0.80

0.75

0.70

-0.65

-0.60

Figure 2: Similarity scores for each observable-insight prompt and model combination. To the left: boxplots per
prompt-model combination over 11 questions, to the right: heatmap with a refined view on a question level.

generation of concrete actions instead of vague
suggestions (FP,); 4) incorporate sports nutrition
guidelines (short form: P,,, more elaborate: P, .,
explicitly adding a summary of sports nutrition
guidelines to the context: P, ); 5) differentiate
between hypo-/hyper-glycemia in responses (Fy).

Based on the expert feedback, we shortlisted
Mistral and Hermes (which uses a previous version
of Mistral as a base model) to conclude our exper-
iments and explore full-insight prompts. Among
these, the best performance was obtained with the
prompt shown in Figure 1. This prompt works well
with the Mistral model, while Hermes produces
more hallucinations (see rightmost part of Table 1).

Quantitative analysis For observable-insight
prompts, we evaluated the semantic similarity
scores between generated and ideal responses using
all-MiniLM-L6-v2 (Reimers and Gurevych, 2019).
The left panel of Figure 2 shows boxplots of simi-
larity scores for each prompt-model combination,
with Mistral demonstrating superior performance

in the majority of cases. To provide a more granular
view, the right panel of Figure 2 presents a heatmap
of similarity scores for each prompt-model combi-
nation and for each question. Notably, for some
questions it is difficult to reach high similarity level
regardless of the model+prompt choice (e.g., ques-
tion 8). Additionally, the superior performance of
Mistral is again evident, as seen, e.g., in the clear
horizontal patterns for questions 4, 6, and 10.

5 Conclusions

This work evaluates the feasibility of generating
high-quality, personalized NLP-based messages
for diabetes management, integrating both domain
expert inputs and data-driven insights, with the
goal of driving behavior change. We tested sev-
eral open-source models, and among them, Mistral
yielded particularly promising results, proving to
be a strong candidate for this task. In contrast,
Starling-LM-7B-beta, gemma-2-2b-it, Llama-3.2-
3B-Instruct, and especially, JSL-MedPhi2-2.7B de-
livered disappointing outcomes.
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Limitations

We acknowledge that the limited size of our dataset
affects the generalizability of our conclusions.
However, we hope our findings offer valuable in-
sights, particularly by encouraging caution when
using models we found less effective for similar
tasks.

Additionally, we attempted to improve the safety
and quality of generated messages, in particu-
lar by introducing prompt refinement strategies
Py, P, Py, Py, Py, Poyy~, Py. However, we rec-
ognize that further investigation is needed to fully
address this issue.

Moreover, as a proof of concept, our approach con-
sidered only a limited set of actionable variables,
and its scalability to a broader set should be ex-
plored in future work.

Ethical Considerations

We strongly advise against any use of suggested
prompts that breaches ethical standards or facil-
itates harmful activities, such as generating mis-
leading, harmful or malicious content. Our com-
mitment to ethical principles underscores our ded-
ication to fostering a positive impact not only in
the related research community but, even more im-
portantly, in all related fields and domains where
potential real world utility and applicability of this
work exists.
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