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Causal reasoning, the ability to identify cause-and-effect relationships, is crucial in human think-
ing. Although large language models (LLMs) succeed in many NLP tasks, it is still challenging
for them to conduct complex causal reasoning like abductive reasoning and counterfactual
reasoning. Complex causal structures are rarely expressed explicitly in the text, which could
make learning them challenging for LLMs. Given the fact that programming code may express
causal relations more often and explicitly with conditional statements like if, we want to explore
whether large language models of code (Code-LLMs) acquire better causal reasoning abilities, and
whether code prompts better describe the causal structure than text prompts. Our experiments
show that compared with general-purpose LLMs like LLAMA-2 and GPT-3, Code-LLMs like
CODELLAMA and CODEX are significantly better in causal reasoning. Code prompts not only
work well for Code-LLMs, but also help improve the performance of most general-purpose LLMs.
To understand why code prompts are effective, we intervene on the prompts from different
aspects, and discover that the programming structure is crucial in code prompt design, while
models are more robust towards format perturbations. We further explore whether exposing
models with more code with conditional statements aids in enhancing causal reasoning abilities.
We finetune LLMs on such code corpus, and find their performance improves when prompted
with either code prompts or text prompts.1
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1. Introduction

Humans rely heavily on the capacity for causal reasoning (Sloman 2005; Hagmayer et al.
2007). People understand the observed facts, predict future events, and speculate about
what might have happened if things had been different with the help of their causal
reasoning skills. For instance, when we go home and find a mess, we probably want
to investigate the cause. If we determine that a bird flew into the house, we may then
consider whether the mess could have been avoided if we had closed the window.

Although large language models (LLMs) demonstrate great language understand-
ing and generation abilities, it is still challenging for them to perform complex causal
reasoning such as in the example above. Powerful LLMs are able to understand single
cause-and-effect relations (Brown et al. 2020; Wang et al. 2021b), like a man losing his
balance causes him to fall. However, when it comes to more complex causal structures
involving multiple events and alternative branches (like close the window or not), LLMs
perform much inferior to humans (Bhagavatula et al. 2019; Qin et al. 2019). In this
article, we consider two challenging causal reasoning tasks: abductive reasoning and
counterfactual reasoning. Abductive reasoning requires models to generate a plausible
reason for the ending while being consistent with the premise. Counterfactual reasoning
asks what will occur in the counterfactual branch. Causal relationships between events in
these tasks are shown in Figure 1.

Figure 1
Overview of the tasks and research questions. Left: Causal relationships between events in
abductive reasoning and counterfactual reasoning tasks. Right: Research questions discussed in
this work, involving how to elicit and how to improve the causal reasoning abilities of LLMs.
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Figure 2
Example code prompt of abductive reasoning.

A potential difficulty for LLMs to learn complex causal structures is that they are
rarely expressed explicitly in the text. News articles or narratives may contain multiple
events with causal relationships, like an incident and a chain of consequences. However,
these events are often written chronologically, and it is hard to distinguish the real causal
relations from many chronological relations without further annotation. Branches are
expressed more rarely in text, except for the multibranching storytelling style (Nisi and
Haahr 2006). On the other hand, causal relations are exhibited more commonly in code.
Conditional statements like if direct the computer to execute certain commands, pro-
vided a condition is met. This explicitly demonstrates the causal relationship between
the condition block and the execution block. Code can also express branching with elif

or switch statements, and the nesting feature enables code to describe more complex
structures.2

This motivates us to utilize code models in natural language causal reasoning.
Recently, large language models of code (Code-LLMs) are receiving increasing attention
(Chen et al. 2021; Xu et al. 2022; Lai et al. 2023). They exhibit strong code generation
performance, and their structured prediction abilities help complete structured nat-
ural language tasks like argument graph generation (Madaan et al. 2022) and event
argument extraction (Wang, Li, and Ji 2022). Pre-trained on code with abundant causal
expressions, Code-LLMs may also have gained better causal reasoning abilities. This
leads to our first research question, are Code-LLMs better causal reasoners than general-
purpose LLMs? We are also interested in whether a broader range of models besides
Code-LLMs benefit from the utilization of code prompts in causal reasoning. Code
prompts have been shown to help general-purpose LLMs on tasks like conditional
question answering (Puerto et al. 2024) and agent reasoning (Wang et al. 2024), due
to their strengths in clearly describing the task structure and tracking the control flow.
In the second research question, we investigate whether code prompts better describe the
causal structure than text prompts.

We conduct experiments on the unsupervised abductive reasoning and counterfac-
tual reasoning tasks. To generate task outputs, we design code prompts like Figure 2 to

2 Although conditional statements like if are also widely used in natural languages, they do not necessarily
imply causal relations (Cummins et al. 1991; Weidenfeld, Oberauer, and Hörnig 2005; van Rooij and
Schulz 2019). For example, the statement if the water freezes, then the temperature is below zero degrees Celsius
does not mean that the water freezes causes the temperature to be below zero degrees Celsius. This makes it
difficult to learn causal relations from conditional statements in text.
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clearly represent the causal structures of the tasks. For events that have a definite causal
relation, we organize them with if statements. For branches with different conditional
events, we use if-elif structures. And for other events, we place them in chronological
order. We experiment with a wide range of LLMs, including general-purpose LLMs
like MIXTRAL and GEMINI, and Code-LLMs like CODELLAMA and CODEX. To compare
general-purpose LLMs and Code-LLMs without interference like model structure and
training methods, we carefully select pairs of LLMs like <LLAMA-2, CODELLAMA>,
and <GPT-3, CODEX>. They share the same structure and only differ in the ratio of
text/code training corpus. Results show that Code-LLMs perform much better than
corresponding general-purpose LLMs. We further compare the performance of code
prompts and text prompts, and find that code prompts work better for all the Code-
LLMs and most general-purpose LLMs, indicating the effectiveness of code prompts.

To better understand why code prompts are effective, we break down the prompts
and analyze the influence of different aspects, including the information provided in
the prompts, the programming structure, the prompt format, and the programming
language used in the prompts. Results demonstrate that LLMs are very sensitive to the
programming structure (specifically, the conditional statements), while being more robust
towards format perturbations and programming language changes.

Given the observation that conditional statements are important in code prompts,
we investigate if they help in further improving the causal reasoning abilities of LLMs.
Specifically, we collect a code corpus of conditional statements, and finetune LLMs on
this corpus. Experiments show that both the code corpus and the conditional statements
in code contribute to model performance. The finetuned LLMs perform better on causal
reasoning with code prompts, and more importantly, their performance also improves
when prompted with text prompts. This demonstrates that finetuning with a code
corpus of conditional statements not only enhances their understanding of codes, but
also enhances the general ability of causal reasoning.

Our main contributions are as follows:

1. We design code prompts to tackle causal reasoning tasks, by leveraging
conditional statements in code to represent causal structures.

2. We evaluate a wide range of LLMs with code prompts and text prompts
on unsupervised abductive reasoning and counterfactual reasoning
tasks. Experiments exhibit that Code-LLMs are better causal reasoners
than general-purpose LLMs, and code prompts are more effective than
text prompts for most models.

3. We break down the code prompts in detail and find that the
programming structure largely influences the performance.

4. We show that simply finetuning LLMs on a code corpus of conditional
statements could improve their causal reasoning abilities.

2. Related Work

2.1 Causal Reasoning

There is a growing interest in the NLP community to assess the causal reasoning abilities
of models. The first line of work focuses on whether models can extract the causal
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relations from text. The task of causal relation extraction asks models to identify cause-
effect relations between pairs of entities in text (Beamer, Rozovskaya, and Girju 2008;
Blanco, Castell, and Moldovan 2008; Yang, Han, and Poon 2022). Girju et al. (2007)
and Hendrickx et al. (2010) annotate cause-effect relations on general-purpose text
like Wikipedia, whereas Pyysalo et al. (2007) and Gurulingappa et al. (2012) evaluate
models on specific domains like biology and medical science. The second line of work
is interested in whether models can conduct commonsense causal reasoning. This requires
models to have knowledge of causal relations in daily lives, and apply this knowledge
to specific scenarios. Gao et al. (2023) and Kıcıman et al. (2023) analyze the mastery of
causal knowledge like cause-effect pairs, and Zečević et al. (2023) explore how models
learn the causal knowledge from training data. Roemmele, Bejan, and Gordon (2011)
require models to predict the cause or effect of a given premise, while Bhagavatula et al.
(2019) and Qin et al. (2019) assess models’ abilities to apply the causal knowledge to
more complex abductive reasoning and counterfactual reasoning scenarios. Recently,
there are also works evaluating if models can conduct formal causal inference using
existing principles and algorithms. Jin et al. (2023) investigate if models can infer causal
relations from conditional statements, and Jin et al. (2024) and Liu et al. (2024) evaluate
the utilization of causal inference skills. In this work, we mainly focus on commonsense
causal reasoning, as this ability is important in human everyday life (Sloman 2005).

Diverse methods are proposed to equip models with causal reasoning abilities. To
help models extract causal relations from text, Chang and Choi (2005) measure causality
between words and phrases with statistical methods, and Li and Mao (2019) use seman-
tic cues with neural networks. To guide models to conduct formal causal inference, Jin
et al. (2023) finetune models on the specific task of correlation-to-causation inference,
and Liu, Feng, and Chang (2024) break down the causal reasoning process into individ-
ual steps with prompting. To improve the commonsense causal reasoning abilities, Li,
Chen, and Van Durme (2019) finetune LLMs on causal event corpus; Du et al. (2021)
and Wang, Cheng, and Li (2022) augment LLMs with causal knowledge graphs. Zhang
et al. (2022) apply causal inference methods like propensity score matching to obtain
more accurate causal knowledge. Qin et al. (2020, 2022) and Chen et al. (2022) regard
commonsense causal reasoning as conditional generation tasks, and design methods
to generate texts that meet the given conditions. In contrast to them, we explore how to
elicit the causal reasoning abilities acquired by LLMs during pre-training, and how to
further improve their causal reasoning abilities with general training corpus like code.

2.2 Large Language Models of Code

Code-LLMs are created to improve LLMs’ performance on code-related tasks such as
code generation (Chen et al. 2021; Lai et al. 2023) and program repair (Monperrus 2018;
Fan et al. 2023). They are LLMs that are specially designed to understand and work with
code (Xu et al. 2022; Zheng et al. 2023). Initially, Hindle et al. (2016) train n-gram models
to conduct code completion. Encoder models and encoder-decoder models are then
used as architectures of code models (Feng et al. 2020; Wang et al. 2021a). Nowadays,
decoder-only architectures have become the most prevalent choice (Roziere et al. 2023;
Guo et al. 2024). A main difference between the training of Code-LLMs and general-
purpose LLMs is the data selection. Although general-purpose LLMs use code data
like GitHub and Stack Exchange in training (Touvron et al. 2023a; Jiang et al. 2024),
code data makes up a larger portion of the training data of Code-LLMs, and covers
various programming languages (Li et al. 2023; Guo et al. 2024). Besides the training
data, Code-LLMs are also enhanced with specific abilities. Roziere et al. (2023) and Guo
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et al. (2024) enhance models with the infilling ability through the Fill-in-the-Middle
pretraining method (Bavarian et al. 2022). This helps models to predict the missing
code block given the surrounding context. Several models also support long context
understanding to deal with repository-level code (Roziere et al. 2023; Bai et al. 2023).

With the recent development of Code-LLMs, several studies attempt to solve nat-
ural language tasks with code models. They mainly focus on two areas: numerical
reasoning and structured prediction. Gao et al. (2022), Chen et al. (2023a), and Wu et al.
(2022) apply Code-LLMs to numerical reasoning. They generate programs with Code-
LLMs and feed the programs into an external interpreter to derive the answer. Madaan
et al. (2022), Hu et al. (2022), Wang, Li, and Ji (2022), and Kim, Schuster, and Toshniwal
(2024) leverage the text-to-structure translation ability of Code-LLMs to perform struc-
tured prediction tasks, including script generation, entity state tracking, event argument
extraction, and so on. Madaan et al. (2022) ask models to generate structures in the
form of code, and convert the generated code into the task output format. Chen et al.
(2023b) extend this line of works to visual structural knowledge extraction and apply
Code-LLMs to depict visual structural information. In addition, Mueller et al. (2024) find
that Code-LLMs are better in the in-context learning setting, using in-context examples
to generalize more robustly, and Petty, van Steenkiste, and Linzen (2024) find that
adding code in model training improves performance on compositional generalization
tasks with structured outputs. Different from them, we leverage the causal reasoning
ability of Code-LLMs, and ask them to generate natural language events given the
causal structure.

2.3 Utilization of Code Formats in Reasoning

Compared with natural language, code has several advantages that make it suitable
for reasoning tasks (Wang et al. 2024; Yang et al. 2024): (1) Structure and Logic. Code is
well-organized with clear executable steps. This structure allows for reasoning based on
defined procedures and logic. (2) Modularity and Reusability. Code breaks down complex
problems into smaller, reusable functions. This makes it easier to follow the reasoning
process and reuse steps for different tasks. (3) Control Flow. Code can handle conditional
statements and loops. This allows for reasoning with conditions and repetitions, making
it suitable for complex tasks. (4) Composition. Code supports calling multiple functions
sequentially or nestedly. This helps to compose different abilities or tools in reasoning.

These features make code formats not only useful for the reasoning of Code-LLMs,
but also benefit general-purpose LLMs. Bogin et al. (2023) leverage the advantage of
code in describing structures. They use programming languages to describe domain-
specific information such as types of entities, attributes, and methods. Models prompted
with such structured domain-specific information show great improvement in semantic
parsing. Wang et al. (2024) exploit the modularity and composition nature of code in
agent reasoning. They propose the CodeAct framework, which uses Python code to
organize all actions for agent-environment interaction. CodeAct exhibits strong per-
formance on several agent reasoning benchmarks, especially when required to solve
complex tasks with multiple tools. Puerto et al. (2024) apply code prompts to the task
of conditional question answering, building on the strength of code in handling logical
and control flows. They find the code syntax useful in eliciting the conditional reason-
ing abilities of general-purpose LLMs, and the performance boost originates from the
advantage of identifying and tracking variable states with code. However, prompting
LLMs in the format of code is not useful for every task. Zhang et al. (2023) evaluate GPT
models on twelve various tasks, and find that code prompts perform worse than text
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prompts on question answering and summarization tasks. This shows that the choice
of code or text format should be determined by the nature of the task. In this work,
we explore the specific task of causal reasoning, where the code format helps in clearly
describing the structure and control flow of events.

LLMs can also benefit the code execution in reasoning. Code is executable, allowing
models to use the outcome of the reasoning process. Chen et al. (2023a) design the
Program-of-Thought prompting strategy. It asks models to generate a code program
given a question, and regard the output of the code as the answer. Code execution also
provides a concrete way to identify any errors and further improve the code. Ni et al.
(2023) use the execution results to verify and re-rank the generated programs. Wang
et al. (2023b, 2024) ask models to reflect on the previous plans based on feedback from
code execution.

3. Preliminary

We formulate abductive reasoning and counterfactual reasoning as unsupervised learn-
ing tasks. They are conducted in the manner of zero-shot learning, requiring models to
conduct reasoning based on the task descriptions.

3.1 Abductive Reasoning Task

Abductive reasoning, a form of inference that seeks the most plausible explanation for a
set of observations (Peirce 1974), plays a critical role in human cognition. It allows us to
navigate the world by drawing conclusions based on incomplete information, which is
a skill central to language acquisition and discourse comprehension (Hobbs et al. 1993).

We explore the application of abductive reasoning within the framework of natural
language processing. We focus specifically on Abductive Natural Language Generation
(αNLG), a task proposed by Bhagavatula et al. (2019) that challenges NLP models to
generate plausible explanations bridging two given observations. It involves generating
a plausible hypothesis H given the observations: premise OP and ending OE. Formally,
models are required to maximize the probability P(H|OP, OE).

This task necessitates non-monotonic reasoning, requiring the model to consider not
only the preceding information OP but also the future context provided by the ending
sentence OE. The chronological order of these three events is OP → H→ OE, and the
hypothesis causes the ending to occur.

3.2 Counterfactual Reasoning Task

Counterfactual reasoning, the ability to contemplate alternative scenarios that diverge
from observed realities, is important in human cognition (Epstude and Roese 2008). This
capacity to explore “what if” possibilities extends across various disciplines, and has
emerged as a promising avenue for understanding causal relationships and narrative
coherence in NLP researches (Hobbs 2005; Son et al. 2017; Qin et al. 2019).

Counterfactual reasoning offers a unique approach to studying causality in narra-
tives. By introducing a causal intervention—a change to the initial context of a story—
we can observe the subsequent impact on the narrative’s conclusion. We follow the
formulation of counterfactual reasoning proposed by Qin et al. (2019). It aims to rewrite
a story under a counterfactual condition. As in Figure 1, the input consists of four
parts: the premise P, the initial context C, the original ending E, and the counterfactual
context C′. C′ contradicts the information presented in C, and this contradiction makes it
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necessary to change the ending. Models are asked to generate the counterfactual ending
E′ that minimally modifies the original ending E and is coherent with the counterfactual
context C′. The goal can be formulated as maximizing the function f (E′|P, C, E, C′) =
P(E′|P, C′) + λsim(E′, E), where sim measures the similarity between two events, and λ
controls the trade-off between the two constraints.

Achieving minimal edits requires the model to possess a deep understanding of
the core elements driving the narrative. This allows the model to differentiate between
genuine causal relationships and spurious correlations, and how they are affected by
counterfactual scenarios.

As the events of both tasks are originally collected through crowd-sourcing, we
conduct a quality check of the events in Appendix A, and find that 94% of them are
grammatically and semantically acceptable. We leave the refinement of the unacceptable
events to future work.

4. Modeling Causal Structure with Code

We convert the input of causal reasoning tasks into the form of code prompts, given the
strength of code in depicting the structure and control flows. We expect the prompts to
meet two requirements: (1) clearly represent the causal relationships between events,
and (2) as most LLMs are autoregressive, the target output should appear at the end of
the prompts.

The first requirement is addressed with conditional statements. However, for the
second, the target prediction is not always the last part of the conditional statements—
for example, in abductive reasoning, we want to predict the hypothesis, which is the
condition in the if structure. To address this, we uniformly use functions to represent
events. As shown in Figure 2, the causal structure is described in the main function. All
the event functions are listed afterward, leaving the target event function at the last.

4.1 Abductive Reasoning

In Figure 2, we regard the task definition of abductive reasoning as an instruction and
place it as a comment at the beginning of the prompt. As different LLMs are accustomed
to different response lengths, we hint models to restrict the length of the hypothesis
event to 20 words, which is close to the typical length of events in the dataset we use.

The causal structure is represented in the main function with the execution flow:
executing the premise, and if the hypothesis is met, executing the ending.3 The content
of each event is presented as a comment on its function. We represent events with
comments because in real code, comments often summarize the main content of the
function. The premise and ending functions are placed after the main function, and
the hypothesis function is placed at the last, leaving for models to complete. The
generation process stops with a line break.

4.2 Counterfactual Reasoning

The task of counterfactual reasoning involves more events, and the causal structure
is more complex with branches. The causal relationships are represented with the if-

elif structure, as shown in Figure 3. The premise P is executed first, and then if the
initial context C is met, the original ending E is executed; otherwise, if the counterfactual

3 Although not entirely accurate, this approximates the actual underlying causal relationships.
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Figure 3
Example code prompt of counterfactual reasoning.

context C′ is met, the counterfactual ending E′ will be executed. For ease of exposition,
we call the context hypothesis as well, being consistent with the former task. We
number the two branches as the hypothesis 1 and hypothesis 2 functions, and they
correspond to the ending functions ending 1 and ending 2, respectively.

The task definition is put at the beginning of the prompt in the form of content,
and we also prompt models to limit the sentence length to no more than 20 words. To
instruct models to minimally modify the original ending, we place this requirement in
the comment of the main function. The event contents are also written as comments for
event functions. We use # end to mark the finish of the ending.

5. Evaluation

We conduct extensive experiments to evaluate the unsupervised causal reasoning abili-
ties of various LLMs with both code and text prompts. In this section, we aim to answer
the following research questions, from the aspects of models and prompts:

• RQ1. Are Code-LLMs better causal reasoners than general-purpose
LLMs?

• RQ2. Do code prompts better describe the causal structure than text
prompts?
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5.1 Experimental Setup

Datasets. We experiment on the ART dataset (Bhagavatula et al. 2019) for the evaluation
of abductive reasoning, and the TimeTravel dataset (Qin et al. 2019) for counterfactual
reasoning.

ART consists of 3,561 test instances. The observations of premise and conclusion are
collected from ROCStories (Mostafazadeh et al. 2016), a large corpus of five-sentence
stories written by humans. The first sentence is regarded as the premise OP and the
last sentence is regarded as the ending OE. The plausible hypotheses H are anno-
tated by crowdsourced annotators, and an average of 4.02 hypotheses are collected for
each instance.

TimeTravel is also built upon ROCStories, containing 1,871 test instances. The five-
sentence stories of ROCStories are used as original stories. The first sentence is the
premise P, the second sentence is the initial context C, and the last three sentences
make up the original ending E. A group of crowdsourced workers is asked to write
counterfactual contexts C′ for the stories. Another group of workers is instructed to
write the counterfactual endings E′. They make minimal edits to the original ending,
aiming to make the narrative coherent. Three conditional endings are gathered for
each instance.

Models. We experiment with two types of models, general-purpose LLMs and Code-
LLMs. For general-purpose LLMs, we choose LLAMA-2 (Touvron et al. 2023b),
QWEN1.5 (Bai et al. 2023), DEEPSEEK-LLM (Bi et al. 2024), MIXTRAL (Jiang et al. 2024),
GEMINI (Team et al. 2023), and GPT-3 (Brown et al. 2020). Both open-source and closed-
source models are considered. Among open-source models, we use the 7B-chat version
of Llama-2, QWEN1.5, and DEEPSEEK-LLM, and the 8×7B-instruct-v0.1 version of
MIXTRAL. Among closed-source models, we use the APIs of Gemini-Pro and the text-

davinci-002 version of GPT-3. For Code-LLMs, we experiment with two open-source
models, CODELLAMA (Roziere et al. 2023) and CODEQWEN1.5 (Bai et al. 2023), and a
closed-source model, CODEX (Chen et al. 2021). The specific versions are 7B-instruct

for CODELLAMA, 7B-chat for CODEQWEN1.5, and code-davinci-002 for CODEX. We
set the temperature to 0 and the maximum length of output tokens to 256 for all models
during inference.

Among the models, we intentionally select three pairs of <general-purpose LLM,
Code-LLM> that share the same structure: <LLAMA-2, CODELLAMA>, <QWEN1.5,
CODEQWEN1.5>, and <GPT-3, CODEX>. The difference between models in a pair
is the training corpus. CODELLAMA is initialized with LLAMA-2 and trained on a
code-heavy dataset. CODEQWEN1.5 is built upon QWEN1.5 and pretrained on 3 tril-
lion tokens of code-related data. GPT-3 (text-davinci-002) originates from CODEX
(code-davinci-002) and is finetuned with instructions. Comparing performance of
these models allows us to make comparisons without confounding factors like model
structure and training strategies.

We also compare with previous unsupervised methods on the two tasks, including
DELOREAN (Qin et al. 2020), COLD (Qin et al. 2022), and DIFFUSION (Li et al. 2022)
on abductive reasoning; and CGMH (Miao et al. 2019), EDUCAT (Chen et al. 2022),
DELOREAN, and COLD on counterfactual reasoning. All these methods except DIFFU-
SION use GPT-2 (Radford et al. 2019) as the base model, and the model size ranges from
medium to XL.

Among them, DELOREAN and COLD are constraint-based models. They regard the
task requirements as constraints (for example, the generated text should be consistent
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with the premise, and coherent with the ending in the abductive reasoning task), and
iteratively update text representation to meet the constraints. CGMH and EDUCAT are
editing-based models targeted for counterfactual reasoning. They start from the original
ending and edit it to meet the counterfactual context. DIFFUSION builds a controllable
LM based on continuous diffusions to perform control tasks including abductive rea-
soning.

To validate if the designed methods work on LLMs, we also add a baseline of
implementing DELOREAN with LLAMA-2. We do not report other methods on LLMs
because they are slow in inference or require additional training.

Prompts. Besides code prompts described in Section 4, we design text prompts for
comparison. Table 1 demonstrates the examples of text prompts. All the causal relations
in Figure 1 are written in the text prompts, like there is a causal relation from the hypothesis
to the ending, and a possible causal relation from the premise to the ending. Therefore the
code and text prompts contain the same information. Considering that the descrip-
tion of causal relations may be difficult to understand for some models, we also try
text prompts without the causal descriptions (removing the second paragraph of each
prompt in Table 1), and report the higher performance for each model.

Evaluation Metrics. We use the following automatic evaluation metrics: BLEU4
(Papineni et al. 2002), ROUGEL (Lin 2004), CIDEr (Vedantam, Lawrence Zitnick, and
Parikh 2015), and BERTScore (Zhang et al. 2019) based on BERT-base for abductive
reasoning; BLEU4, ROUGEL, and BERTScore for counterfactual reasoning. These are

Table 1
Example text prompts of abductive reasoning and counterfactual reasoning.

Abductive Reasoning
Generate a plausible explanatory hypothesis given the premise and the ending.
There is a causal relation from the hypothesis to the ending, and a possible causal relation from
the premise to the ending.
The hypothesis should be less than 20 words.
Premise: Scott loved his trumpet.
Ending: Scott’s dad bought him a new one for his birthday.
Hypothesis:

Counterfactual Reasoning
Given an original story and an intervening counterfactual event, the task is to minimally revise
the story to make it compatible with the given counterfactual event.
There is a causal relation from the initial event to the original ending, and a causal relation from
the counterfactual event to the new ending. There are also possible causal relations from the
premise to the initial event, from the premise to the counterfactual event, from the premise to
the original ending, and from the premise to the new ending.
The new ending should consist of three sentences, with no more than 20 words each.
Premise: Janice was excited to bring cupcakes to her work for her birthday.
Initial event: She worked all day on making the perfect frosting.
Original ending: Each cupcake was truly a work of art. Everyone at her work loved them.
Janice was thrilled and happy for the rest of the day.
Counterfactual event: She completely rushed making the frosting.
New ending:
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Table 2
Automatic evaluation results on abductive reasoning in the zero-shot setting. Numbers are in
percentages (%). The best results are in bold, and the model-level best results are shaded in gray.
Numbers in brackets are the performance difference between prompted with code prompts and
text prompts.
Model Size BLEU4 ROUGEL CIDEr BERTScore
Task-Specific Methods
DELOREAN 355M 1.6 19.1 7.9 41.7
COLD DECODING 1.5B 1.8 19.5 10.7 42.7
DIFFUSION 80M 7.1 28.3 30.7 –
DELOREAN (LLAMA-2) 7B 2.8 20.0 10.5 49.8

Prompting with Text Prompts
LLAMA-2 7B 4.8 28.7 44.0 58.0
QWEN1.5 7B 6.4 31.0 57.8 60.1
DEEPSEEK-LLM 7B 10.7 36.8 69.7 63.5
MIXTRAL 8×7B 10.8 37.1 74.5 64.0
GEMINI – 6.6 30.0 52.6 58.8
GPT-3 – 4.9 27.0 26.6 56.8
CODELLAMA 7B 5.6 31.0 49.9 59.8
CODEQWEN1.5 7B 4.9 29.9 51.4 58.8
CODEX – 11.7 37.5 78.5 62.5
Prompting with Code Prompts
LLAMA-2 7B 6.1 (1.3↑) 30.5 (1.8↑) 50.3 (6.3↑) 59.2 (1.2↑)
QWEN1.5 7B 7.1 (0.7↑) 31.9 (0.9↑) 56.9 (0.9↓) 60.6 (0.5↑)
DEEPSEEK-LLM 7B 8.4 (2.3↓) 34.6 (2.2↓) 67.9 (1.8↓) 62.0 (1.5↓)
MIXTRAL 8×7B 13.7 (2.9↑) 39.6 (2.5↑) 81.6 (7.1↑) 65.5 (1.5↑)
GEMINI – 13.5 (6.9↑) 38.1 (8.1↑) 80.8 (28.2↑) 64.2 (5.4↑)
GPT-3 – 6.7 (1.8↑) 31.1 (4.1↑) 46.2 (19.6↑) 59.9 (3.1↑)
CODELLAMA 7B 6.2 (0.6↑) 31.7 (0.7↑) 55.4 (5.5↑) 60.1 (0.3↑)
CODEQWEN1.5 7B 5.1 (0.2↑) 30.3 (0.4↑) 52.3 (0.9↑) 59.0 (0.2↑)
CODEX – 13.7 (2.0↑) 39.6 (2.1↑) 81.8 (3.3↑) 64.9 (2.4↑)

consistent with previous methods (Qin et al. 2020; Chen et al. 2022; Qin et al. 2022) on
these tasks.4

5.2 Automatic Evaluation Results

Table 2 reports the automatic evaluation results on abductive reasoning in the zero-
shot setting, and Table 3 reports the results on counterfactual reasoning. In general,
prompting LLMs outperform previous task-specific methods, indicating the rich com-
monsense knowledge and strong reasoning capabilities of LLMs. Equipping LLAMA-2
with DELOREAN decoding does not work well, showing that instructing the LLM of the
constraints is more effective than modifying its representations to meet the constraints
in our tasks. The difference in abductive reasoning measured by CIDEr is the most

4 CIDEr is only used for abductive reasoning in previous works, and we stay consistent with them to better
compare the results.
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Table 3
Automatic evaluation results on counterfactual reasoning in the zero-shot setting. Numbers are
in percentages (%). The best results are in bold, and the model-level best results are shaded in
gray. Numbers in brackets are the performance difference between prompted with code prompts
and text prompts.
Model Size BLEU4 ROUGEL BERTScore
Task-Specific Unsupervised Methods
DELOREAN 355M 21.4 40.7 63.4
CGMH 355M 41.3 – 73.8
EDUCAT 355M 44.1 – 74.1
DELOREAN (LLAMA-2) 7B 6.2 21.3 53.0
Prompting with Text Prompts
LLAMA-2 7B 18.7 33.2 63.3
QWEN1.5 7B 0.0 6.5 9.3
DEEPSEEK-LLM 7B 44.3 50.9 72.5
MIXTRAL 8×7B 37.6 48.2 71.3
GEMINI – 22.0 34.1 63.9
GPT-3 – 49.0 54.7 73.0
CODELLAMA 7B 57.2 62.8 79.1
CODEQWEN1.5 7B 41.4 50.0 72.4
CODEX – 55.1 61.3 77.8
Prompting with Code Prompts
LLAMA-2 7B 33.8 (15.1↑) 51.5 (18.3↑) 72.7 (9.4↑)
QWEN1.5 7B 14.0 (14.0↑) 28.8 (22.3↑) 60.8 (51.5↑)
DEEPSEEK-LLM 7B 60.9 (16.6↑) 64.2 (13.3↑) 79.6 (7.1↑)
MIXTRAL 8×7B 52.0 (14.4↑) 59.0 (10.8↑) 77.0 (5.7↑)
GEMINI – 33.1 (11.1↑) 42.6 (8.5↑) 67.6 (3.7↑)
GPT-3 – 40.4 (8.6↓) 48.5 (6.2↓) 70.5 (2.5↓)
CODELLAMA 7B 59.7 (2.5↑) 63.9 (1.1↑) 79.7 (0.6↑)
CODEQWEN1.5 7B 41.6 (0.2↑) 53.5 (3.5↑) 74.2 (1.8↑)
CODEX – 66.8 (11.7↑) 70.0 (8.7↑) 82.5 (4.7↑)

drastic, as CIDEr amplifies the effect of rare and unique words compared to other lexical
overlap metrics like BLEU and ROUGE.

Comparing Code-LLMs with their corresponding general-purpose LLMs, CODE-
LLAMA and CODEX outperform LLAMA-2 and GPT-3 on both tasks and both prompt
formats, with an average gain of 14% measured by BLEU. Although CODEQWEN1.5
is inferior to QWEN1.5 on abductive reasoning, it is much better than QWEN1.5 on
counterfactual reasoning. These exhibit the strong causal reasoning abilities of Code-
LLMs. Emphasizing the code data in the training corpus helps Code-LLMs to under-
stand the causal relations. Although the GPT-3 (text-davinci-002) model is based on
CODEX, its causal reasoning ability may be weakened during instruction tuning, which
is a phenomenon called alignment tax (Ouyang et al. 2022).

As shown in Tables 2 and 3, code prompts are better than text prompts for all Code-
LLMs and most general-purpose LLMs, except for DEEPSEEK-LLM and QWEN1.5 on
one metric of abductive reasoning, and GPT-3 on counterfactual reasoning. Compared
with text prompts, the performance of models prompted with code prompts is 5.1%
better in BLEU and 5.3% better in BERTScore on average. The results indicate that
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Table 4
Evaluation results of the original code prompts and syntactically valid code prompts (%).
Model Prompt BLEU4 ROUGEL CIDEr BERTScore

LLAMA-2
Original 6.1 30.5 50.3 59.2
+ return 6.3 30.6 50.6 59.2
+ pass 6.3 30.7 51.4 59.4

CODELLAMA
Original 6.2 31.7 55.4 60.1
+ return 6.1 31.4 54.9 60.0
+ pass 6.1 31.5 55.0 60.0

QWEN1.5
Original 7.1 31.9 56.9 60.6
+ return 6.9 30.4 51.2 59.5
+ pass 6.7 30.2 51.1 59.3

(a) Abductive reasoning.

Model Prompt BLEU4 ROUGEL BERTScore

LLAMA-2
Original 33.8 51.5 72.7
+ return 42.4 51.7 72.9
+ pass 44.2 53.1 73.7

CODELLAMA
Original 59.7 63.9 79.7
+ return 68.3 71.3 83.4
+ pass 67.4 70.5 83.0

QWEN1.5
Original 14.0 28.8 60.8
+ return 17.1 30.8 61.8
+ pass 17.1 30.8 61.9

(b) Counterfactual reasoning.

describing the complex causal structure with code is clearer and easier for most models
to understand.

Format Perturbations. We conduct additional experiments to analyze the performance
fluctuations towards changes to prompt formats.

To investigate if changing the code prompts from pseudo-code to syntactically valid
code will affect the results, we explore two simple settings: (1) add an empty return

statement to the event functions, and (2) add a pass statement to the event functions.
We experiment with three open-source LLMs: LLAMA-2, CODELLAMA, and QWEN1.5.
The results are shown in Table 4. Overall, making the code prompts syntactically valid
improves the performance. The performance on counterfactual reasoning improves
consistently, and the performance on abductive reasoning is impaired for some models
to a small degree. This demonstrates the potential to further improve the performance
by designing syntactically valid code prompts.

We also apply format perturbations (Sclar et al. 2024) to text prompts in Appendix B,
showing that the performance of code prompts is consistently better than text prompts.

One-shot Setting. We also conduct experiments in the one-shot setting to validate if
the trends exist when models are provided with examples. Models are shown with one
demonstration example in the in-context learning manner, and the example is identical
for all the models and both prompt formats. The results are in Table 5.5 All models

5 We do not have results of GPT-3 and CODEX due to the discontinuance of these two models.
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Table 5
Evaluation results in the one-shot setting. Numbers are in percentages (%). The best results are in
bold, and the model-level best results are shaded in gray. Numbers in brackets are the
performance difference between prompted with code prompts and text prompts.
Model Size BLEU4 ROUGEL CIDEr BERTScore
Prompting with Text Prompts
LLAMA-2 7B 7.3 31.5 54.2 60.6
QWEN1.5 7B 9.4 34.4 65.4 62.9
DEEPSEEK-LLM 7B 9.8 35.3 68.0 62.8
MIXTRAL 8×7B 13.1 38.6 79.2 65.0
GEMINI – 13.6 37.1 79.3 63.7
CODELLAMA 7B 7.5 31.6 55.4 60.3
CODEQWEN1.5 7B 5.9 31.0 55.0 59.7
Prompting with Code Prompts
LLAMA-2 7B 7.5 (0.2↑) 31.4 (0.1↓) 54.6 (0.4↑) 60.5 (0.1↓)
QWEN1.5 7B 8.2 (1.2↓) 32.1 (2.3↓) 56.4 (9.0↓) 60.9 (2.0↓)
DEEPSEEK-LLM 7B 10.8 (1.0↑) 36.9 (1.6↑) 71.9 (3.9↑) 63.9 (1.1↑)
MIXTRAL 8×7B 14.0 (0.9↑) 39.9 (1.3↑) 84.3 (5.1↑) 65.8 (0.8↑)
GEMINI – 16.6 (3.0↑) 40.2 (3.1↑) 89.8 (10.5↑) 65.6 (1.9↑)
CODELLAMA 7B 7.8 (0.3↑) 33.2 (1.6↑) 60.7 (5.3↑) 61.2 (0.9↑)
CODEQWEN1.5 7B 6.3 (0.4↑) 31.6 (0.6↑) 58.0 (3.0↑) 60.0 (0.3↑)

(a) Abductive reasoning.

Model Size BLEU4 ROUGEL BERTScore
Prompting with Text Prompts
LLAMA-2 7B 49.9 58.2 76.5
QWEN1.5 7B 63.4 70.5 82.9
DEEPSEEK-LLM 7B 52.9 58.1 76.4
MIXTRAL 8×7B 53.6 60.1 77.8
GEMINI – 41.5 49.4 71.5
CODELLAMA 7B 77.2 78.7 87.4
CODEQWEN1.5 7B 63.1 65.4 80.7
Prompting with Code Prompts
LLAMA-2 7B 55.1 (5.2↑) 61.9 (3.7↑) 78.5 (2.0↑)
QWEN1.5 7B 55.0 (8.4↓) 61.7 (8.8↓) 78.3 (4.6↓)
DEEPSEEK-LLM 7B 69.6 (16.7↑) 72.4 (14.3↑) 84.2 (7.8↑)
MIXTRAL 8×7B 59.3 (5.7↑) 64.3 (4.2↑) 80.0 (2.2↑)
GEMINI – 58.9 (17.4↑) 63.4 (14.0↑) 78.6 (7.1↑)
CODELLAMA 7B 78.2 (1.0↑) 79.7 (1.0↑) 88.1 (0.7↑)
CODEQWEN1.5 7B 63.4 (0.3↑) 67.8 (2.4↑) 81.6 (0.9↑)

(b) Counterfactual reasoning.

perform better in the one-shot setting than in the zero-shot setting. Code-LLMs still
outperform corresponding general-purpose LLMs in most settings, and code prompts
are better than text prompts for most models, demonstrating that the advantage of
Code-LLMs and code prompts is robust across different settings.
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Table 6
Human evaluation results. Numbers are the win rates of models (%).

CODEX (Code Prompt) Tie GPT-3 (Text Prompt)
Abductive Reasoning
Coherence with Premise 34% 48.5% 17.5%
Coherence with Ending 32% 42.5% 25.5%
Overall Coherence 40% 38% 22%
Counterfactual Reasoning
Coherence 36.5% 39.5% 24%
Preservation 47.5% 39.5% 13%

(a) Comparing CODEX (Code Prompt) and GPT-3 (Text Prompt).

MIXTRAL (Code Prompt) Tie MIXTRAL (Text Prompt)
Abductive Reasoning
Coherence with Premise 20% 68.5% 11.5%
Coherence with Ending 22% 60.5% 17.5%
Overall Coherence 31.5% 47.5% 21%
Counterfactual Reasoning
Coherence 23% 55.5% 21.5%
Preservation 51% 38.5% 10.5%

(b) Comparing MIXTRAL (Code Prompt) and MIXTRAL (Text Prompt).

5.3 Human Evaluation

To verify if the automatic evaluation results are consistent with human judgment, we
conduct pairwise comparisons between (a) CODEX with code prompts and GPT-3 with
text prompts, and (b) MIXTRAL with code prompts and text prompts. Each comparison
is conducted on 100 test examples. Annotators are asked to choose which output is
better given the task requirements. They are not provided with the reference answers in
the dataset. For abductive reasoning, the outputs are rated from three aspects: coherence
with the premise, coherence with the ending, and the overall coherence. For counterfac-
tual reasoning, the outputs are rated from coherence with the context and the extent
of preserving the original ending. Each example is rated by at least two annotators,
and the average inter-rater reliability is 0.63. More details of the human evaluation are
in Appendix C.

The results are exhibited in Table 6. CODEX outperforms GPT-3 in all aspects.
CODEX better considers the context in generation, as shown in the coherence aspects.
It is also able to preserve the original content in counterfactual reasoning, as shown in
the preservation aspect. Fixing the model to MIXTRAL, prompting with code prompts
outperforms prompting with text prompts in all aspects. Code prompts help the model
to generate outputs that are more coherent with the contexts, and improve the preser-
vation of the original content substantially. These further demonstrate the effectiveness
of Code-LLMs and code prompts.

5.4 Case Study

For a better insight into how models behave in the causal reasoning tasks, we conduct
a case study by randomly selecting example cases for each task. Model generations for
one example case are shown in Table 7, and two more cases are in Appendix D.
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Table 7
Example cases of model generations. Generations that are not coherent with the context are
labeled as red, and the ones that fail to preserve the original ending in counterfactual reasoning
are labeled as blue.

Abductive Reasoning
Premise: Angie went to a cocktail party hosted by her best friend.
Ending: Angie decided to be quiet about what she overheard.
Hypothesis [LLAMA-2 (text prompt)]: Angie was afraid of being judged by her friend and
others at the party.
Hypothesis [LLAMA-2 (code prompt)]: Angie suspected her best friend was involved in
a scandal.
Hypothesis [QWEN1.5 (text prompt)]: Angie overheard a secret at the party.
Hypothesis [QWEN1.5 (code prompt)]: Angie overheard a secret that could ruin her
friend’s life.
Hypothesis [GPT-3 (text prompt)]: Angie decided to be quiet about what she overheard
because she didn’t want to start any drama with her best friend.
Hypothesis [GPT-3 (code prompt)]: Angie overheard her friend discussing a plan to murder
her husband.
Counterfactual Reasoning
Premise: My grandpa took my brothers and I fishing in the summer.
Initial Event: We went to a small pond close to his house.
Original Ending: He set up our fishing poles and we began to fish. It was so boring when
nobody caught any fish. We were disappointed to go home empty handed that day.
Counterfactual Event: We caught four huge trouts within the first hour.
Counterfactual Ending [LLAMA-2 (code prompt)]: He taught us how to tie a fishing lure. We
caught a big fish and he was so proud of us. We had a great time fishing together that day.
Counterfactual Ending [CODE-LLAMA (code prompt)]: He set up our fishing poles and we
began to fish. We were so excited when we caught our first fish. We were thrilled to go home
with four fish that day.
Counterfactual Ending [QWEN1.5 (code prompt)]: We had a blast and caught a record-breaking
number. We were overjoyed and couldn’t wait to tell everyone. It was the most memorable
fishing trip we’ve ever had.
Counterfactual Ending [CODEQWEN1.5 (code prompt)]: We were so excited to catch those
trouts. They were so big and so beautiful. We were happy to share them with my brothers and
my parents.
Counterfactual Ending [GPT-3 (text prompt)]: We were so excited to have caught four trouts
within the first hour! We were proud to show our grandpa our catches.
Counterfactual Ending [CODEX (code prompt)]: He set up our fishing poles and we began to
fish. It was so exciting when we caught four huge trouts within the first hour. We were happy
to go home with four trouts that day.

For abductive reasoning, we showcase generations of the same models with text
prompts and code prompts, and find that the generations with code prompts are more
coherent with the context, while generations with text prompts sometimes cannot take
into account the premise. For example, the hypothesis generated by LLAMA-2 with text
prompts does not explain why Angie was afraid of being judged by her best friend, and Angie
decided to be quiet about what she overheard appears abruptly in the generation of GPT-3
with text prompts.

For counterfactual reasoning, we showcase generations of general-purpose LLMs
and Code-LLMs in pairs. For each model, we use the prompt form that works
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better in the automatic evaluation. Counterfactual endings generated by most models
are consistent with the premise and counterfactual event, but compared with Code-
LLMs, general-purpose LLMs have more difficulties in preserving the original ending.
Specifically, the output of QWEN1.5 is far away from the original ending, and the
output of GPT-3 only has two sentences. In contrast, Code-LLMs better understand
the relations between events. In addition to being coherent with the counterfactual
events, the generated counterfactual endings also maintain the original endings to a
large extent.

6. What Are Crucial in Code Prompts?

Code prompts are shown to be effective for both Code-LLMs and general-purpose
LLMs. Naturally, we are interested in what makes the code prompts effective. To paint a
better picture of the key points in the code prompts, we intervene on the prompts from
four aspects and measure the influences of the interventions. Our goal is to answer the
following research question in this section:

• RQ3. What aspects of the code prompts make them effective?

The four aspects we select are information, structure, format, and language. The former
two, the prior information provided and the programming structure of functions, are
content-related; the latter two, the code format and programming languages, are form-
related. An ideal model should rely on the content and be insensitive to form perturba-
tions.

6.1 Intervention Prompt Construction

Information. We study two types of prior information: task instructions and func-
tion names. In No Instruction, we remove the task instruction from the prompts.
In Function Name Perturbation, we replace original function names with anony-
mous functionX. For example, we replace premise() and hypothesis() in Figure 2
with functionA() and functionB(), respectively. This eliminates the information
in function names and only allows models to learn the event relations from pro-
gramming structures. Examples of information intervened prompts are in Appendix
Figure E.1.

Structure. The first way to intervene in the programming structure is to convert the
conditional structures into sequential structures, referred to as Sequential Structure. The
events are executed sequentially, like premise(), hypothesis(), ending() in abductive
reasoning. In the second way called Disruption, we randomly disrupt the positions of
the functions in the conditional structure—for instance, if hypothesis(): ending()

can be disrupted into if ending(): hypothesis(). We also apply the function name
perturbation in disruption to eliminate the impact of function names. Examples of
structure intervened prompts are in Figure 4.

Format. We test two formats besides the original one: Class and Print. In Class, we
convert the original code into a class. We define the programming structure in the
init method, and move the event functions into the class. In Print, we represent
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Figure 4
Examples of structure interventions to code prompts in abductive reasoning.

the content of events as a string and print it in the function body, like def premise():

print(‘‘Scott loved ...’’). Examples of format intervened prompts are in
Appendix Figure E.2.

Language. We also convert the original Python programs into two other programming
languages, Java and C, to evaluate the influence of programming languages. Specifi-
cally, the language conversion is made automatically by CODEX with the instruction
# python to java/c. Examples of language intervened prompts are in Appendix Fig-
ure E.3.

6.2 Intervention Results

We evaluate the influence of interventions on LLAMA-2 and CODEX. The results on
abductive reasoning are in Table 8a, and the results on counterfactual reasoning are in
Table 8b.

Generally, the absence of prior information causes a small decrease in results. Mod-
els do not rely on the task instruction at the beginning of the prompt. They can learn
the relations between events from the code. Even if the instruction or function names
are not provided, CODEX is able to perform causal reasoning based on conditional
statements. LLAMA-2 suffers from a large drop when function names are not provided
in counterfactual reasoning. This indicates that for models with weaker coding abilities,
function names provide clues about the event relations. For example, hypothesis 1 and
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Table 8
Results of intervening the code prompts from different aspects (%).

BLEU4 ROUGEL CIDEr BERTScore
LLAMA-2 6.1 30.5 50.3 59.2
No Instruction 6.2 29.5 46.3 57.9Information Function Name Perturbation 6.6 29.8 47.4 58.2
Sequential Structure 5.0 26.9 39.2 55.5Structure Disruption 4.9 29.6 47.8 58.4
Class 5.6 30.1 50.3 58.9Format Print 6.3 31.0 52.7 59.5
Java 6.6 30.7 51.8 59.1Language C 5.8 30.2 49.4 58.9
CODEX 13.7 39.6 81.8 64.9
No Instruction 12.1 37.4 73.8 62.9Information Function Name Perturbation 15.1 39.1 77.8 64.6
Sequential Structure 9.6 36.8 72.0 63.5Structure Disruption 7.9 30.3 49.8 58.5
Class 16.0 41.0 87.4 65.8Format Print 13.8 39.4 82.0 65.0
Java 16.5 42.0 91.6 66.3Language C 15.5 41.0 88.0 65.6

(a) Intervention results on abductive reasoning.

BLEU4 ROUGEL BERTScore
LLAMA-2 33.8 51.5 72.7
No Instruction 34.1 53.3 73.8Information Function Name Perturbation 13.8 28.1 60.0
Sequential Structure 21.8 41.5 66.9Structure Disruption 3.9 19.8 53.4
Class 43.6 53.3 73.7Format Print 38.5 48.8 71.4
Java 41.9 50.5 72.2Language C 34.0 45.9 69.7
CODEX 66.8 70.0 82.5
No Instruction 55.4 60.1 77.0Information Function Name Perturbation 65.4 69.0 82.2
Sequential Structure 43.4 50.2 68.2Structure Disruption 16.0 23.5 55.2
Class 63.6 67.4 81.1Format Print 73.3 74.7 85.3
Java 71.1 73.5 84.5Language C 71.9 74.2 85.0

(b) Intervention results on counterfactual reasoning.

hypothesis 2 are different branches, and hypothesis 1 and ending 1 are related in one
branch.

Changes in the programming structure have the largest negative impact among all
aspects. Changing the conditional structure to a sequential structure leads the average
performance to drop 10% on BLEU and 6% on BERTScore. Comparing Function Name
Perturbation and Disruption, the alteration of two characters (swap B and C in functionB

and functionC) results in a major drop of 17% BLEU on average. These demonstrate the
conditional structure that reasonably depicts that the relations between events is crucial
when models perform reasoning.
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Compared with information and structure interventions, models are more robust
towards format and language interventions. Settings like Print and Java are even better
than the original one, revealing that the performance can be further improved with
delicate prompt engineering.

7. Improving Causal Reasoning Abilities with Conditional Statements

In previous sections, we find that code prompts help to elicit the causal reasoning
abilities of LLMs, and the programming structure of conditional statements largely
contributes to the performance gain. In this section, we are interested in how these
observations can aid in model training, answering the following research question:

• RQ4. How can we improve the causal reasoning abilities of LLMs with
code data?

Specifically, we collect code corpus of conditional statements, finetune LLMs with the
data, and compare their performance on causal reasoning tasks before and after fine-
tuning.

7.1 Experimental Setup

Data Collection. We use an existing code corpus CodeAlpaca-20k (Chaudhary 2023)
to construct our finetuning data. CodeAlpaca-20k contains 20,000 instruction-following
data used for finetuning LLAMA-2 into the Code Alpaca model. The data is generated in
the style of self-instruct (Wang et al. 2023a) and Alpaca (Taori et al. 2023), with modified
prompts and seed tasks focusing on code-related tasks. It is worth noting that the code
corpus concentrates on code generation and code editing, and is not directly related to
causal reasoning.

To filter data with conditional statements, we ask ChatGPT to determine if the
output code of each instance contains conditional statements. The prompt we use is Does
the following code contain conditional statements? Conditional statements are programming
language commands for handling decisions, for example, if–then(–else) and switch statements.
Please output with “yes” or “no” without explanation. And the specific version of ChatGPT
is gpt-3.5-turbo-1106. To verify the quality of predictions, we manually check 100
instances, and ChatGPT classifies 96% of them correctly. It misses three instances of
one-sided if statements (without else), and hallucinates conditional statements in one
instance.

This results in 4,085 instances with conditional statements. We organize the data in
the format of ### Instruction: [instruction] ### Output: [output code]. If the instance also
contains an input, the input is placed in the prompt after the instruction, as shown in
the example of Table 9.

Implementation Details. We finetune three 7B models LLAMA-2, QWEN1.5, and
DEEPSEEK-LLM on the filtered data. We train them for one epoch with a batch size
of 128. We use the AdamW optimizer with a learning rate of 2e-5 and a warmup rate of
0.03. The max length is set to 512, which covers most of CodeAlpaca data. The hyperpa-
rameters batch size, number of epochs, and learning rate are selected with a grid search
over the validation set of ART and TimeTravel, with more details in Appendix F.
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Table 9
Example of training data with conditional statements.

User ### Instruction: Validate whether the string contains only alphabets or not.
### Input: myString = “abc123”
### Output:

Model def check string alphabets(myString):
for character in myString:

if (not character.isalpha()):
return False

return True

Controlled Baselines. To disentangle the gains from conditional statements and the
gains from broader code corpora, we design a baseline of finetuning models on a
uniform sample of CodeAlpaca. The sample size and all the training implementations
are the same with the models finetuned on conditional statements.

7.2 Results

The performance of models finetuned on the code corpus of conditional statements
is shown in Table 10. All three models achieve performance gain on both tasks of
abductive reasoning and counterfactual reasoning, indicating the effectiveness of fine-
tuning on code corpus with conditional statements. Although the finetuning data are all

Table 10
Automatic evaluation results of models finetuned on conditional statements (%). The best results
are in bold. Numbers in brackets are the performance difference compared to the model before
finetuning.
Model BLEU4 ROUGEL CIDEr BERTScore
Prompting with Text Prompts
LLAMA-2 6.7 (1.9↑) 31.5 (2.8↑) 53.7 (9.7↑) 59.7 (1.7↑)
QWEN1.5 9.4 (3.0↑) 34.9 (3.9↑) 68.7 (10.9↑) 62.3 (2.2↑)
DEEPSEEK-LLM 11.3 (0.6↑) 37.4 (0.6↑) 73.9 (4.2↑) 63.9 (0.4↑)
Prompting with Code Prompts
LLAMA-2 6.8 (0.7↑) 30.7 (0.2↑) 50.7 (0.4↑) 60.2 (1.0↑)
QWEN1.5 10.0 (2.9↑) 34.8 (2.9↑) 65.8 (8.9↑) 62.0 (1.4↑)
DEEPSEEK-LLM 10.2 (1.8↑) 36.3 (1.7↑) 71.3 (3.4↑) 63.2 (1.2↑)

(a) Abductive reasoning.

Model BLEU4 ROUGEL BERTScore
Prompting with Text Prompts
LLAMA-2 48.4 (29.7↑) 55.0 (21.8↑) 75.3 (12.0↑)
QWEN1.5 52.4 (52.4↑) 59.4 (52.9↑) 77.4 (68.1↑)
DEEPSEEK-LLM 51.7 (7.4↑) 56.4 (5.5↑) 75.5 (3.0↑)
Prompting with Code Prompts
LLAMA-2 69.5 (35.7↑) 71.9 (20.4↑) 83.9 (11.2↑)
QWEN1.5 52.1 (38.1↑) 58.3 (29.5↑) 76.5 (15.7↑)
DEEPSEEK-LLM 75.7 (14.8↑) 77.2 (13.0↑) 86.6 (7.0↑)

(b) Counterfactual reasoning.
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Figure 5
Performance of models finetuned with different fractions of training data.
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code-related, there is consistent gain when models are prompted with text prompts,
and the gain is even greater than when prompted with code prompts. This shows that
the finetuning process not only enhances the coding abilities of models, but also truly
enhances the causal reasoning abilities.

To investigate the trend of performance gain regarding the amount of training data,
we control the fraction of training data from 0% to 100%, and evaluate the performance
of finetuned models. The results are shown in Figure 5. In general, the performance of
the model finetuned on conditional statements exhibits a positive correlation with the
amount of training data. The largest performance enhancement is observed from 0% to
20% of training data in most scenarios, indicating that the causal reasoning abilities of
models could improve greatly with only a small amount (less than one thousand) of
conditional statement codes.

Comparing the models trained on the uniform sample and the conditional state-
ments in Figure 5, we observe that training on code leads to a certain improvement,
while training on code with conditional statements leads to further improvement. When
prompted with text prompts, models benefit more from code with conditional state-
ments, indicating that the conditional statements enhance the causal reasoning abilities.
When prompted with code prompts, the improvements of training on the two corpora
are quite close. Although conditional statements positively influence causal reasoning
abilities, the narrow distribution of code may harm more general coding abilities, which
are also required to understand code prompts. More results of comparing models
finetuned on different code corpora are in Appendix G.

8. Conclusion

We investigate the causal reasoning ability of Code-LLMs and the effectiveness of using
code prompts in causal reasoning tasks. We demonstrate that Code-LLMs outperform
general-purpose LLMs of the same structures in conducting complex causal reasoning
tasks. Compared with text prompts, code prompts prove to be more effective in describ-
ing causal structures, improving the performance of a wide range of LLMs. We further
analyze the importance of different aspects of code prompts, and find that providing a
reasonable causal structure in code can help generate plausible outputs. Based on the
observations, we assume that finetuning models on code corpus of conditional state-
ments could improve the causal reasoning capabilities, and verify the hypothesis with
experiments. These findings suggest that code, especially the conditional statements
in code, could play an important role in eliciting and improving the causal reasoning
abilities of LLMs through both prompting and finetuning.

Appendix A: Dataset Quality Check

Both datasets of the abductive reasoning and counterfactual reasoning tasks originate
from the ROCStories dataset, which is a large crowdsourced corpus of five-sentence
stories. The authors of ROCStories control the quality of the dataset by (1) requiring
the annotators to pass a qualification test and (2) qualitatively browsing through the
submissions and giving the annotators detailed feedback before approving their sub-
missions.

To further verify the quality of the stories, we sample 100 sentences from the two
tasks, and recruit native English speakers from Amazon Mechanical Turk to judge
whether the sentences are grammatically and semantically acceptable. Each sentence
is assigned to three annotators, and 94% of the sentences are accepted.
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Appendix B: Format Perturbations towards Text Prompts

To explore whether the performance gap between code prompt and text prompt could
be caught up by format perturbations towards text prompts, we apply format pertur-
bations towards our text prompts. We randomly sample 10 plausible prompt formats
with the method introduced by Sclar et al. (2024), and report the average and best
performances on LLAMA-2.

As shown in Table B.1, the average performance of the text prompts is close to the
performance of our original text prompts, and the best performing text prompts still lag
behind the code prompts used in our main experiment, letting alone the code prompts
that work best in the intervention experiments (Table 8).

Table B.1
Results of prompt format perturbations on LLAMA-2 (%). Code (Main) indicates the
performance of the code prompt in the main experiment, and Code (Best) indicates the
performance of the code prompt that works best in the intervention experiments.
Prompt BLEU4 ROUGEL CIDEr BERTScore
Text (Average) 4.9 26.4 42.3 51.5
Text (Best) 5.9 30.0 50.3 58.9
Code (Main) 6.1 30.5 50.3 59.2
Code (Best) 6.3 31.0 52.7 59.5

(a) Abductive reasoning.

Prompt BLEU4 ROUGEL BERTScore
Text (Average) 17.3 29.6 54.4
Text (Best) 24.5 37.4 65.7
Code (Main) 33.8 51.5 72.7
Code (Best) 43.6 53.3 73.7

(b) Counterfactual reasoning.
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Appendix C: Details of Human Evaluation

Table C.1 shows the annotation instructions provided to the annotators in human
evaluation. We recruit three Ph.D. students majoring in Natural Language Processing
(NLP) as our annotators, and they are fairly paid at more than $10 per hour.

Table C.1
Annotation instructions provided to the annotators in human evaluation. We demonstrate one
example instance for each task.

Abductive Reasoning
Models are asked to generate a plausible hypothesis given the observations: the premise and
the ending.
Here is an example of a plausible hypothesis:
Premise: Jenny went to work, leaving the window just a crack open.
Ending: When Jenny returned home she saw that her house was a mess!
Hypothesis: It was a breezy day and a large bird flew into the house.
Please select the hypothesis (1, 2, or 0 if neutral) that is more coherent with the premise/the
ending/both.
1.
Premise: Steve enrolled at his favorite college.
Ending: Steve accepted a high paying job at a rival news show.
Hypothesis1: Steve was recruited by the rival news show while in college.
Hypothesis2: Steve majored in journalism.
More coherent with the premise:
More coherent with the ending:
More coherent with both:
Counterfactual Reasoning
The task is to rewrite the story ending under a counterfactual event. Models are asked to
generate the edited ending that minimally modifies the original ending and is coherent with the
counterfactual event.
Here is an example of a plausible edited ending:
Premise: The soccer game was tied 3 to 3 and there was a minute left to play.
Initial event: Julie had never scored a goal yet, but knew today would be her day.
Original ending: Ashley passed her the ball and this was the chance. She kicked as hard as she
could, and the ball soared into the net. Julie’s first goal won the game.
Counterfactual event: Julie was eagerly watching the game in the stands.
Edited ending: Ashley had the ball and this was the chance. She kicked as hard as she could,
and the ball soared into the net. Julie’s team won the game.
Please select the edited ending (1, 2, or 0 if neutral) that is more coherent with the
context/minimally edits the original ending.
1.
Premise: Abby loved candy.
Initial event: She was given her allowance for the week.
Original ending: She decided to spend it all at the candy store. She started to notice a numb
ache in her tooth. Suddenly Abby understood why her dentist warned against sugar.
Counterfactual event: She was broke, she had spent all of her allowance already.
Edited ending1: She decided to spend it all at the candy store. She realized she had no money
left. She sighed and walked away.
Edited ending2: She decided to spend it all at the candy store. She started to notice a numb ache
in her tooth. She remembered she had no money for a dentist.
More coherent with the context:
Minimally edit:
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Appendix D: Example Cases

More example cases of model generations are shown in Table D.1 and Table D.2.

Table D.1
More cases of model generations in the task of abductive reasoning. Generations that are not
coherent with the context are labeled as red.

Abductive Reasoning 1
Premise: Kendall had a busy night.
Ending: Her fall was very embarrassing for her.
Hypothesis [LLAMA-2 (text prompt)]: She was distracted by her busy night, leading to her fall.
Hypothesis [LLAMA-2 (code prompt)]: She tripped over her own feet.
Hypothesis [QWEN1.5 (text prompt)]: The busyness of Kendall’s night caused her to stumble.
Hypothesis [QWEN1.5 (code prompt)]: Kendall’s tiredness contributed to her fall.
Hypothesis [GPT-3 (text prompt)]: Kendall had a busy night and she was tired.
Hypothesis [GPT-3 (code prompt)]: Kendall was busy dancing at a nightclub and she fell
while dancing.
Abductive Reasoning 2
Premise: Patty had a fascination with the occult.
Ending: She went back to her parents and told them it’s all a bunch of lies.
Hypothesis [LLAMA-2 (text prompt)]: Patty realized that the occult was not the answer to
her problems and turned to her parents for support.
Hypothesis [LLAMA-2 (code prompt)]: Patty discovered a hidden chamber deep within
the pyramid.
Hypothesis [QWEN1.5 (text prompt)]: Patty’s fascination led her to lie about the occult.
Hypothesis [QWEN1.5 (code prompt)]: Patty discovered the truth about the occult.
Hypothesis [GPT-3 (text prompt)]: Patty’s parents may have had a negative experience with
the occult in the past, which led to Patty’s fascination with it.
Hypothesis [GPT-3 (code prompt)]: Patty’s parents tell her that they are also occultists and that
they were just waiting for her to come of age.
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Table D.2
More cases of model generations in the task of counterfactual reasoning. Generations that are not
coherent with the context are labeled as red, and the ones that fail to preserve the original ending
are labeled as blue.

Counterfactual Reasoning 1
Premise: Theo played his drums everyday for the last three years.
Initial Event: He had been feeling like he needed to take it to the next level.
Original Ending: He decided that finding a band to join was his best option. After looking
online around he finally heard of a good choice. Theo set up an audition.
Counterfactual Event: He was thinking of quitting the drums.
Counterfactual Ending [LLAMA-2 (code prompt)]: He decided to take a break from the drums
for a while. He went on a road trip with his friends. They had a great time.
Counterfactual Ending [CODE-LLAMA (code prompt)]: He decided to take a break from the
drums. He started to focus on his other hobbies. He was happy with his decision.
Counterfactual Ending [QWEN1.5 (code prompt)]: Theo realized that he had lost his passion
for playing. He decided to take a break and focus on other hobbies. Theo’s drumming journey
came to an end.
Counterfactual Ending [CODEQWEN1.5 (code prompt)]: He decided to quit the drums.
He started looking for other hobbies. He found a new passion and started playing guitar.
Counterfactual Ending [GPT-3 (text prompt)]: Theo thought about quitting the drums, but he
decided that finding a band to join was his best option. After looking online around he finally
heard of a good choice. Theo set up an audition.
Counterfactual Ending [CODEX (code prompt)]: He decided that he needed to take a break
from the drums. He decided to take a break for a month. After a month he felt refreshed and
ready to play again.
Counterfactual Reasoning 2
Premise: Jay was falling behind in math class.
Initial Event: There was an exam at the end of the week, and he was very nervous.
Original Ending: Jay hired a tutor, but it wasn’t enough. The night before the test, Jay stayed up
all night studying. Jay barely passed the test.
Counterfactual Event: There was an exam at the end of the week, and he was already prepared.
Counterfactual Ending [LLAMA-2 (code prompt)]: Jay studied hard, but he still didn’t feel
confident. He surprised everyone by acing the test. Jay felt relieved and proud of himself.
Counterfactual Ending [CODE-LLAMA (code prompt)]: Jay hired a tutor, and it was enough.
The night before the test, Jay stayed up all night studying. Jay passed the test with flying colors.
Counterfactual Ending [QWEN1.5 (code prompt)]: Jay studied all week and felt confident.
The day of the test, Jay felt calm and focused. Jay aced the exam and brought his grade up.
Counterfactual Ending [CODEQWEN1.5 (code prompt)]: Jay prepared for the exam with a
study group. The night before the test, Jay stayed up all night studying. Jay passed the exam
with flying colors.
Counterfactual Ending [GPT-3 (text prompt)]: Jay passed the test with ease.
Counterfactual Ending [CODEX (code prompt)]: Jay hired a tutor, and it was enough.
The night before the test, Jay stayed up all night studying. Jay barely passed the test.
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Appendix E: Intervened Prompts

We demonstrate prompt examples for the intervention experiments in Section 6. Fig-
ure E.1 provides examples of information interventions to code prompts, Figure E.2
provides examples of format interventions, and Figure E.3 provides examples of lan-
guage interventions.

Figure E.1
Examples of information interventions to code prompts in abductive reasoning.
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Figure E.2
Examples of format interventions to code prompts in abductive reasoning.
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Figure E.3
Examples of language interventions to code prompts in abductive reasoning.

Appendix F: Hyperparameter Search

The finetuning hyperparameters batch size, number of epochs, and learning rate are
selected with a grid search over the validation set of ART and TimeTravel. Specifically,
we empirically set the search range of {64, 128, 256} for the batch size, from 1 to 5 for
the number of epochs, and {1e-5, 2e-5} for the learning rate. We finetune LLAMA-2
on the code corpus of conditional statements with all the setting combinations, and se-
lect the setting with the highest average BERTScore on both datasets with both text and
code prompts.
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Appendix G: Finetuning LLMs on Different Code Corpora

To disentangle the gains from conditional statements and the gains from broader code
corpus, we compare the models finetuned on the code corpus of conditional statements
with two baselines.

• Uniform: The models are finetuned on a uniform sample of CodeAlpaca.

• Unconditional: The models are finetuned on a sample of CodeAlpaca that
excludes all code with conditional statements. This is based on ChatGPT‘s
classification of whether the instance contains conditional statements.

The sample size and all the training implementations of the two baselines are the same
with the models finetuned on conditional statements.

Table G.1
Results of models finetuned on different corpus (%). Best results are in bold.

Model Training Corpus BLEU4 ROUGEL CIDEr BERTScore
Prompting with Text Prompts

LLAMA-2
Uniform 6.2 31.4 52.4 59.2
Unconditional 6.3 31.4 53.1 59.6
Conditional 6.7 31.5 53.7 59.7

DEEPSEEK-LLM
Uniform 10.7 36.6 72.0 63.4
Unconditional 10.7 36.6 72.8 63.3
Conditional 11.3 37.4 73.9 63.9

Prompting with Code Prompts

LLAMA-2
Uniform 7.3 32.3 56.3 60.4
Unconditional 6.6 31.1 51.9 59.7
Conditional 6.8 30.7 50.7 60.2

DEEPSEEK-LLM
Uniform 9.8 36.1 72.0 63.1
Unconditional 9.6 36.0 72.1 62.9
Conditional 10.2 36.3 71.3 63.2

(a) Abductive reasoning results of models finetuned on different corpus.

BLEU4 ROUGEL BERTScore
Prompting with Text Prompts

LLAMA-2
Uniform 40.1 47.9 71.4
Unconditional 47.8 54.9 75.1
Conditional 48.4 55.0 75.3

DEEPSEEK-LLM
Uniform 48.8 54.5 74.4
Unconditional 46.2 52.7 73.4
Conditional 51.7 56.4 75.5

Prompting with Code Prompts

LLAMA-2
Uniform 59.0 64.2 79.8
Unconditional 65.0 68.7 82.2
Conditional 69.5 71.9 83.9

DEEPSEEK-LLM
Uniform 75.0 76.8 86.4
Unconditional 76.6 78.3 87.1
Conditional 75.7 77.2 86.6

(b) Counterfactual reasoning results of models finetuned on different corpus.
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As shown in Table G.1, we observe that the gains of finetuning on code corpus
with conditional statements are greater in most cases, especially when prompted with
text prompts. Finetuning on all three code corpora helps models to better under-
stand code, but finetuning on code corpus with conditional statements help models
to better improve the causal reasoning abilities, which could be transferred between
different prompts.
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