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Abstract

People often use written words to spread hate
aimed at different groups that cannot be practi-
cally detected manually. Therefore, developing
an automatic system capable of identifying hate
speech is crucial. However, creating such a sys-
tem in a low-resourced languages (LRLs) script
like Devanagari becomes challenging. Hence,
a shared task has been organized targeting hate
speech identification in the Devanagari script.
This work proposes a pre-trained transformer-
based model to identify the target of hate
speech, classifying it as directed toward an in-
dividual, organization, or community. We per-
formed extensive experiments, exploring vari-
ous machine learning (LR, SVM, MNB, GB,
and ensemble), deep learning (CNN, LSTM,
CNN+BiLSTM), and transformer-based mod-
els (IndicBERT, mBERT, MuRIL, XLM-R) to
identify hate speech. Experimental results in-
dicate that the IndicBERT model achieved the
highest performance among all other models,
obtaining a macro F1-score of 0.6785, which
placed the team 6th in the task.

1 Introduction

The rapid evolution of social media has revolution-
ized global communication, enabling users to inter-
act and exchange content instantly. As social media
platforms have become central to online interaction,
they have also become spaces where hate speech
flourishes, often targeting specific individuals, or-
ganizations, or communities (Schmid et al., 2024).
Addressing hate speech on digital platforms is es-
sential for creating a secure, more inclusive online
environment; however, the vast amount of content
makes manual detection impractical. This chal-
lenge highlights the need for automated hate speech
detection systems capable of accurately identify-
ing targets within hateful language. However, hate
speech often relies on context and subtle nuances in
language, such as sarcasm, humor, or cultural refer-

ences, making it challenging for automatic systems
to identify accurately (Parihar et al., 2021).

In recent years, Natural Language Processing
(NLP) has emerged as a promising solution to
this problem, with significant advancements in
hate speech detection for widely spoken languages
(Lemmens et al., 2021). However, identifying spe-
cific targets of hate speech in low-resource lan-
guages (LRLs), especially those that use scripts
like Devanagari (Hindi, Nepali), has received lim-
ited attention. The scarcity of resources and high-
quality annotated datasets in Devanagari scripts is
one of the critical barriers to effective hate speech
detection in this script. Devanagari scripts’ intricate
syntax and semantics often lead to misinterpreta-
tions of hate speech, especially in cases involving
indirect expressions, ambiguities, cultural allusions,
or slang without an understanding of cultural and
social context. Addressing these gaps, a shared
task (Thapa et al., 2025) is organized at CHIP-
SAL@COLING2025 (Sarveswaran et al., 2025)
that focuses on identifying the specific targets of
hate speech within the Devanagari-script text. In
this task, each instance of hate speech is catego-
rized by its intended target, an individual, organiza-
tion, or community, to deepen understanding of the
scope and direction of hateful expressions in these
languages. As participants in the task, the critical
contributions of our work are outlined below.

• Developed a transformer-based model to cate-
gorize hate speech by its intended target: indi-
vidual, organization, or community.

• Examined various baselines, including ma-
chine learning (ML), deep learning (DL), and
transformers to perform the tasks.

2 Related Work

A wide range of studies have been conducted in
NLP regarding hate speech. Dhanya and Balakrish-
nan (2021) explored the detection of hate speech
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in various Asian languages, focusing on develop-
ing an automated system tailored for Malayalam.
Shvets et al. (2021) worked on identifying sexism
and racism in social media posts. Using GetTA
Pair with BERT resulted in lower accuracy with
0.57 on the test set for exact matches but achieved
a considerably higher accuracy of 0.82 for par-
tial matches. The challenge of detecting hatred
and insulting language in an LRL (Telugu), which
is also code-mixed, was addressed by Farsi et al.
(2024). They employed sentence BERT, achiev-
ing a macro F1-score of 0.70. Plaza-del Arco
et al. (2021) used multi-task learning with sen-
timent, emotion, and target detection to recog-
nize hate and offensive language. They imple-
mented a multi-head, multi-task learning model
based on BERT, which achieved the highest F1
score of 0.862. Farooqi et al. (2021) addressed hate
speech detection on social media tweets, comments,
and replies. They used code-mixed data (Hindi
+ English), and their system achieved a macro
F1-score of 0.72 leveraging neural networks and
ensemble transformer-based models (IndicBERT,
XLM-ROBERTA, Multilingual BERT). A study
by Joshi and Joshi (2023) assessed the effective-
ness of several sentence-BERT models, includ-
ing Bengali-SBERT, Gujarati-SBERT, Assamese-
BERT, and L3Cube Indic-SBERT, which demon-
strated state-of-the-art performance in detecting
hate speech across Indian languages. Alam et al.
(2024) conducted hate speech detection in Tamil
on social media, specifically targeting caste and
migration status. They explored various ML, DL,
and transformer-based models, including M-BERT,
XLM-R, and Tamil BERT. Notably, the M-BERT
model achieved a standout macro F1-score of 0.80,
marking the highest performance among the mod-
els tested. Mossie and Wang (2020) conducted
vulnerable community identification on social me-
dia posts and comments in both Amharic and En-
glish text. The RNN-GRU model outperformed
others, achieving an accuracy of 0.92. Singh
et al. (2023) implemented the XLM-Roberta-base
model on multilingual text data from the ‘Cri-
sisHateMM’ dataset related to the Russia-Ukraine
conflict, achieved the highest performance in de-
tecting hate speech and identifying targets (indi-
vidual, community, organization) across both Sub-
task 1 (text-embedded image hate speech detec-
tion) and Sub-task 2 (target detection), with F1
scores of 84.62 and 69.73, respectively. Another
notable work emphasizes hate speech detection in

Marathi by Velankar et al. (2022) using the L3Cube-
MahaHate dataset with 25,000 tweets where mono-
lingual models like MahaBERT (0.909 accuracy for
binary) and MahaRoBERTa (0.903 for 4-class) out-
performed multilingual BERT variants. Karim et al.
(2021) conducted hate speech detection in Bangla,
using 8,087 labeled examples from Facebook,
YouTube comments, and newspapers, and achieved
an 88% F1-score with DeepHateExplainer, an en-
semble of Bangla BERT-base, mBERT, and XLM-
RoBERTa.

Numerous studies focus on identifying hate
speech but lack target-specific classifications, es-
pecially for Nepali tweets. There is a vacuum in
target identification in Nepali-language detection
since most research has been on code-mixed Hindi-
English or only Hindi scripts. This work addresses
the gaps by including Hindi and Nepali tweets in
the Devanagari script. Focusing on target identifi-
cation in the Devanagari scripts, this work incor-
porates culturally relevant patterns to enhance the
detection of nuanced hate speech.

3 Task and Dataset Description

In the shared task1, we focus on identifying specific
targets within hate speech written in the Devana-
gari script (Thapa et al., 2025). The task aims to
classify each instance of hate speech according to
its intended target: Individual (InD), Organization
(OrG), and Community (CoM). According to (Jafri
et al., 2024), the definition of class is defined as:

• Individual (InD): Refers to hateful acts to-
wards specific individuals, such as a self-
reliant person targeted.

• Organization (OrG): Denotes hate targeted
to institutions or groups of people formed to
achieve specific goals.

• Community (CoM): Indicates instances
where hate speech targets communities or
larger socioeconomic groups.

The dataset (Jafri et al., 2024, 2023; Thapa et al.,
2023; Rauniyar et al., 2023; Ojha, 2019; Kulkarni
et al., 2021; Aralikatte et al., 2021) is developed
for identifying the target of hate speech, comprises
a variety of social media tweets containing hate
speech directed toward individuals, organizations,
and communities. This task aims to detect and

1https://github.com/therealthapa/chipsal24

https://github.com/therealthapa/chipsal24
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prevent hate speech directed at individuals, organi-
zations, and communities. The primary goal is to
foster a safer and more respectful social media envi-
ronment. Appendix A provides statistical details of
the dataset, outlining key metrics and distributions.

4 Methodology

Figure 1 shows a schematic process in detecting
hate speech, illustrating each major phase.

Figure 1: Schematic process of the target identification
for hate speech.

4.1 Data Pre-processing
The dataset comprises tweets with substantial un-
necessary and redundant content. The tweets con-
tain emojis, unwanted spaces, symbols, punctu-
ations, and URLs. To enhance data quality and
handle class imbalance, we implemented a robust
preprocessing pipeline that involves text prepro-
cessing and oversampling. The dataset is refined
by removing emojis, extraneous symbols, unnec-
essary punctuation, and URLs that do not signif-
icantly aid in identifying the target class. The
tweets are then tokenized, with Hindi and Nepali
stopwords systematically removed, resulting in a
dataset containing only meaningful and relevant in-
formation. Appedix B presents the statistics of the
training dataset after oversampling, highlighting
key changes in data distribution.

4.2 Feature Extraction
We employed distinct feature extraction techniques
for ML and DL models, optimizing each approach
for its specific strengths in text data comprehen-
sion. To optimize performance, the feature set is
restricted to the top 5000 terms, balancing the need

for interpretability and computational efficiency.
Word2Vec and FastText embeddings are employed
for DL models, with each embedding represented
in a 300-dimensional vector space. These em-
beddings capture semantic relationships between
words, crucial for understanding context in the nu-
anced language of hate speech. Word2Vec offers
continuous representations, while FastText incorpo-
rates subword information, making it particularly
effective for processing morphologically complex
languages like Hindi and Nepali.

4.3 ML Models

Various machine learning models are leveraged for
target identification of hate speech. Logistic Re-
gression (LR), Support Vector Machine (SVM),
Multinomial Naive Bayes (MNB), and Gradient
Boosting Classifier (GBC) were implemented. LR
is set with a maximum iteration of 1000 for conver-
gence. We also performed hyperparameter tuning
for the SVM using “GridSearchCV” to identify the
optimal configuration. An ensemble model using a
Voting Classifier combining LR, SVM, MNB, and
GBC with soft voting was used to enhance clas-
sification accuracy. Each model is configured to
optimize performance: LR with a maximum itera-
tion of 1000 for convergence, SVM with probabil-
ity enabled for soft voting, MNB operates on TF-
IDF vectorized term frequencies, and GBC refines
predictions on complex samples. This ensemble
leverages the strengths of each model to improve
target identification.

4.4 DL Models

Three DL models, CNN, BiLSTM, and
CNN+BiLSTM, were employed for the task.
The CNN model utilizes an embedding layer
with pre-trained word vectors, followed by a
1D convolutional layer with 128 filters and a
kernel size of 5, along with max pooling and
global max pooling layers to extract features
and reduce dimensionality. It includes a dense
layer with 64 neurons and a dropout rate of 0.5,
culminating in a sigmoid activation output for
binary classification. The BiLSTM model also
begins with an embedding layer and employs a
bidirectional LSTM layer with 64 units, leveraging
forward and backward context. This is followed
by global max pooling and a dense layer structure
with dropout. The CNN-BiLSTM model integrates
both architectures, featuring a convolutional layer
for local pattern extraction and a bidirectional
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LSTM for contextual understanding. All these
three models are compiled with the ‘Adam’
optimizer and trained using ’binary_crossentropy’
loss for 5 epochs.

4.5 Transformers

We utilized various pre-trained transformer-based
models from HuggingFace2 to identify the one
that performs best for our task. We employed
transformer-based models such as m-BERT, In-
dicBERT, MuRIL, and XLM-R. IndicBERT outper-
formed all other ML, DL, and transformer-based
models by achieving the highest macro F1 score.

IndicBERT is a pre-trained multilingual lan-
guage model designed to process multiple Indic
languages and English. It is trained on the Indic-
Corp v2 dataset and evaluated against the IndicX-
TREME benchmark, showcasing its robustness in
understanding diverse linguistic contexts. With a
parameter count of 278 million, the model sup-
ports 23 Indic languages, enhancing its versatility
in natural language processing tasks. The fine-
tuned model architecture comprises a pre-trained
IndicBERT with three output labels. IndicBERT-
MLM utilizes a vanilla BERT architecture trained
with the Masked Language Model.

Table 1 demonstrates the hyperparameters that
are fine-tuned to attain best performance of the
IndicBERT model.

Hyperparameter Value
Optimizer AdamW
Learning Rate 2e-5
Batch Size 16
Max Length 128
Weight Decay 0.05
Epochs 3

Table 1: Hyperparameter setup for transformer-based
models

The hyperparameters are fine-tuned through ex-
tensive experimentation. Various learning rates,
including 1e-5 and 5e-5, are tested, along with dif-
ferent batch sizes such as 4, 8, and 32, to evaluate
performance. The maximum sequence length is
set to 128 for optimal model generalization. Mul-
tiple epoch configurations, such as 5, 10, and 15,
are implemented. After thorough trials, the model
performs best with these selected hyperparameters.

2https://huggingface.co/

5 Results and Discussion

Table 2 illustrates the performance of the various
ML, DL, and transformer-based models employed
on the test set. The model’s performance is evalu-
ated using the macro F1-score. Among ML mod-
els, the LR model achieved the highest macro F1-
score of 0.5267, while the ensemble model closely
follows with a score of 0.5220. The ensemble
model highlights potential challenges in integrat-
ing diverse ML models such as LR, MNB, and
GB. The other ML models had an F1 score slightly
lower than this value. DL models exhibited infe-
rior performance compared to ML models. The
CNN model with FastText embeddings yields a
lower macro F1-score of 0.2175, while the BiL-
STM model achieved a macro F1-score of 0.4587.
The ensemble of CNN and BiLSTM achieved a
higher F1-score of 0.5046. IndicBERT and MuRIL
outperformed ML and DL models by achieving
a macro F1-score of 0.6785 among transformer-
based models. The XLM-R model also obtained
a moderate result with a 0.6608 macro F1 Score.
IndicBERT is the best model due to its higher pre-
cision value than MuRIL.

Model P R F1
Ensemble 0.52 0.52 0.52
LR 0.53 0.53 0.53
SVM 0.46 0.47 0.46
MNB 0.51 0.52 0.51
GB 0.48 0.47 0.47
CNN 0.16 0.33 0.22
BiLSTM 0.46 0.46 0.46
CNN + BiLSTM 0.50 0.51 0.50
m-BERT 0.59 0.58 0.58
IndicBERT 0.69 0.67 0.68
MuRIL 0.68 0.68 0.68
XLM-R 0.63 0.63 0.63

Table 2: Performance of various ML, DL, Transformer-
based models on the test set. P (Precision), R (Recall),
F1 (macro F1-score)

The results highlight the superiority of
transformer-based models in handling linguistic
diversity while considering the limitations of con-
ventional DL approaches, particularly in capturing
the rich semantic information for LRLs needed for
accurate classification. Lack of pre-trained models
in ML/DL specially tailored for LRLs can be a
key reason for such poor performence. A detailed
error analysis of the best-performed model, both

https://huggingface.co/
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quantitative and qualitative, is presented below
to offer a comprehensive understanding of the
proposed model’s performance.

Quantitative Analysis: An in-depth quanti-
tative error analysis is done using the confusion
matrix (Figure 2). The confusion matrix depicts
that a total of 345 samples are classified correctly
out of 475 samples. A total of 34 samples from
the InD class are misclassified as OrG, while 18
are mistaken for CoM. Similarly, 34 samples from
the OrG class are misclassified as InD, with an ad-
ditional 13 misclassified as CoM. Meanwhile, 19
samples from the CoM class are misclassified as
InD, and 12 as OrG. The misclassification can be
traced to the initial class imbalance in the dataset.
Though oversampling is performed, new feature
patterns are not integrated, leading to a bias toward
the limited features. This residual bias potentially
impacts its ability to generalize effectively across
all classes.

Figure 2: Confusion matrix of the best-performed model
(IndicBERT).

Qualitative Analysis: A comparison of actual
labels and predicted labels on a particular tweet is
illustrated in Figure 3. The first three samples are
predicted correctly as their actual classes. How-
ever, the fourth sample is incorrectly predicted.
It is meant to target a community, but our model
wrongly predicts the sample as InD.

The misclassifications likely occur due to the in-
herent challenges in context understanding and the
overlap of semantic features between the classes.
Even with IndicBERT, which excels in multilin-
gual tasks, subtle contextual cues in the Devanagari
script may cause confusion between classes.

Figure 3: Some predicted outputs by the IndicBERT.

6 Conclusion

This study evaluates several ML, DL, and
transformer-based models for identifying hate
speech targets in Hindi and Nepali tweets written in
Devanagari script. While traditional ML methods
like LR and ensemble provided valuable insights,
they struggled to capture complex semantic rela-
tionships. DL models also faced challenges with
feature representation in the Devanagari script and
obtained poor results. However, IndicBERT out-
performed all other ML and DL approaches among
transformer-based models, achieving the highest
F1-score of 0.6785 by effectively capturing the nu-
ances of the Devanagari script. Future work can
explore advanced embeddings, hybrid models, or
ensemble multiple transformers for enhanced per-
formance in hate speech detection.

7 Limitations

The current work poses several constraints: (i)
The presented method relies on the pre-trained In-
dicBERT, which may require further fine-tuning
and modification to capture contextual patterns bet-
ter. (ii) The dataset is imbalanced, and to address
this, we applied the oversampling technique, resam-
pling the minority class. However, this approach
may limit the model’s ability to learn diverse pat-
terns, impacting its performance. New NLP aug-
mentation techniques can be more helpful in further
investigation. (iii) DL models’ performance can be
investigated further, exploring alternative embed-
dings and classifiers.
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A Appendix

Classes Train Valid Test TW TUW
InD 1074 230 230 42438 15681
OrG 856 183 184 31181 11722
CoM 284 61 61 10564 5182
Total 2214 474 475 84183 25731

Table A.1: Dataset Statistics for Train, Validation, and
Test Sets. TW and TUW denotes total words and total
unique words, respectively

Table A.1 demonstrates the statistics of the
dataset. The dataset comprises a total of 3163 in-
stances of hate speech. The training dataset con-
sists of 2214 samples. In addition, the validation
dataset includes 474 tweets, while the test set con-
tains 475 tweets, which will be used in the final
evaluation to assess the model’s generalization to
unseen data. The datasets are highly imbalanced,
with the individual class containing substantially
more instances than the organization and commu-
nity classes.

B Appendix

Analyzing the dataset reveals a substantial class
imbalance, with instances of the class InD being
the most prevalent, while OrG and CoM classes are
significantly underrepresented. To address this, we
employed an oversampling technique specifically
targeting the minority classes. We accomplished
this by replicating samples from these underrep-
resented classes until the number of instances in
each class was comparable. This approach ensures
that the model obtains sufficient samples from each
class, minimizing the risk of bias toward the major-
ity class. Table B.1 shows the number of training in-
stances after applying the oversampling technique.

Oversampling can lead to bias by artificially in-
flating the representation of minority classes. Since
it just duplicates existing minority class examples
instead of generating truly novel samples, the new
observations do not provide additional informative
details about under-represented classes. This re-
duces the model’s ability to generalize to unseen

Classes Train TW TUW
Individual 1074 29471 11963
Organization 1074 27831 6931
Communication 1074 27886 3773
Total 3222 85188 18187

Table B.1: Statistics of training dataset after oversam-
pling

data and increases the risk of overfitting. To over-
come this problem new data augmentation tech-
niques introduced in NLP can be used in further
analysis for better results. Methods like back trans-
lation, synonym replacement, lexical substitution,
noise injection can enhance linguistic diversity and
make models robust to minor changes. For tar-
get identification in hate speech in the Devanagari
script, context-aware substitution and adversarial
methods can help to reduce bias and improve gen-
eralization.
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