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Abstract

Hate speech on social media platforms is a crit-
ical issue, especially in low-resource languages
such as Sinhala and Tamil, where the lack of
annotated datasets and linguistic tools hampers
the development of effective detection systems.
This research introduces a novel framework for
detecting hate speech in low resource languages
by leveraging Multilingual Large Language
Models (MLLMs) integrated with a Dual Con-
trastive Learning (DCL) strategy. Our approach
enhances detection by capturing the nuances
of hate speech in low-resource settings, apply-
ing both self-supervised and supervised con-
trastive learning techniques. We evaluated our
framework using datasets from Facebook and
Twitter, demonstrating its superior performance
compared to traditional deep learning models
such as CNN, LSTM, and BiGRU. The results
highlight the efficacy of DCL models, particu-
larly when fine-tuned on domain-specific data,
with the best performance achieved using the
TwHIN-BERT model. This study underscores
the potential of advanced machine learning
techniques in improving hate speech detection
for under-resourced languages, paving the way
for further research in this domain.

1 Introduction

Hate speech has become a significant problem in
the digital age, particularly on social media plat-
forms where communication is fast, widespread,
and often anonymous. The rise of online platforms
has not only enhanced global connectivity but has
also provided a fertile ground for the dissemination
of harmful content, including hate speech.We adopt
the definition by Lu et al. (2023): “Hate speech is
subjective and derogatory speech towards protected
characteristics expressed directly or indirectly to
such groups in textual form”. This form of expres-
sion, which targets individuals or groups based on
attributes such as race, religion, ethnicity, gender,
or sexual orientation, has severe societal impacts,
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including the escalation of violence, promotion
of discrimination, and deepening of social divides.
The urgency to address hate speech is further under-
scored by its ability to rapidly spread and amplify
through social networks, making it a formidable
challenge for regulatory bodies and social media
companies alike.

In multicultural societies, hate speech has been a
particular concern due to its potential to incite eth-
nic and religious violence. However, while consid-
erable research has been devoted to hate speech de-
tection in languages like English, less attention has
been given to low-resource languages such as Sin-
hala and Tamil. The lack of resources, such as anno-
tated datasets and linguistic tools, has posed signif-
icant challenges to developing robust hate speech
detection systems in low-resource languages.

Despite the growing interest in using advanced
technologies to combat hate speech, the applica-
tion of Large Language Models (LLMs) in this
domain remains underexplored, particularly in the
context of Sinhala. LLMs, with their ability to
understand and generate human-like text, offer a
promising avenue for improving hate speech de-
tection. However, existing studies (Munasinghe
and Thayasivam, 2022) (Samarasinghe et al., 2020)
(Hettiarachchi et al., 2020) (Sandaruwan et al.,
2019) in Sinhala have predominantly relied on tra-
ditional machine learning models, which, while
effective, may not capture the nuances of the lan-
guage or the context of the speech as effectively
as LLMs. Therefore, this research aims to bridge
this gap by exploring the potential of LLMs for de-
tecting hate speech in Sinhala as well as providing
a different approach for hate speech detection in
low resource languages, focusing specifically on
content generated on social media platforms.

This study aims to contribute to the field by de-
veloping and evaluating a hate speech detection
model for Sinhala and Tamil, two low-resource lan-
guages, utilizing the capabilities of large language
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models (LLMs). The findings of this research could
provide valuable insights into the effectiveness of
LLMs in low-resource languages and offer a foun-
dation for future work in this critical area of study.

2 Related Work

We have conducted an extensive literature review,
primarily focused on hate speech detection in Sin-
hala, a low-resource language, as our main fo-
cus lies within this linguistic domain. The re-
search into hate speech detection in the Sinhala
language, particularly in the context of social me-
dia, has garnered significant attention due to the
growing prevalence of online abusive content. Vari-
ous studies have employed different machine learn-
ing techniques and natural language processing
(NLP) methods to address this issue, highlighting
the unique challenges presented by the Sinhala lan-
guage and its Romanized form.

In the study by Munasinghe and Thayasivam
(2022), a deep learning ensemble method was intro-
duced to detect hate speech in Sinhala tweets. Their
approach contrasts with previous models that pri-
marily relied on traditional machine learning meth-
ods like Naive Bayes, Support Vector Machines
(SVM), and Random Forest classifiers, which often
struggled to generalize due to limited dataset sizes
and suboptimal results. By creating a new dataset
using Twitter API and applying techniques such
as stop word removal, stemming, and tokenization,
they were able to develop a deep learning model
based on convolutional neural networks (CNN),
Long Short-Term Memory (LSTM), and Bi-GRU
models. This ensemble method yielded superior
performance, achieving over 90% accuracy, preci-
sion, recall, and F-scores. The ensemble’s ability
to outperform individual models demonstrates the
potential of deep learning for hate speech detection
in low-resource languages like Sinhala.

The research by Samarasinghe et al. (2020) fo-
cused on the detection of hate speech in Sinhala
Unicode text, utilizing a CNN model with Fast-
Text word embeddings. This study introduced a
two-stage classification process where the first step
identified hate speech, and the second classified it
according to the severity of the hate. While the
study achieved high accuracy in the hate speech
classification (83%), it highlighted the challenges
in identifying varying levels of hate speech, partic-
ularly due to the imbalanced dataset. The difficulty
in accessing larger, more diverse datasets further

limited the model’s ability to generalize, underlin-
ing a significant barrier in hate speech detection for
Sinhala.

Hettiarachchi et al. (2020) extended the scope of
hate speech detection by focusing on Romanized
Sinhala, a unique form of Sinhala written using the
English script. Their research applied a variety of
machine learning algorithms, including Logistic
Regression, Naive Bayes, SVM, and Random For-
est, to a dataset of Facebook comments written in
Romanized Sinhala. Despite the language’s com-
plexities, including inconsistencies in spelling and
grammar, the study found that the Naive Bayes clas-
sifier performed best with bigram features, achiev-
ing an accuracy of 71%. This research emphasized
the potential of applying machine learning methods
to non-standard linguistic forms, particularly for
low-resource languages like Sinhala.

Further research conducted by Dias et al. (2018)
explored racist comments in Sinhala social media
using text analytics models. They experimented
with a Support Vector Machine (SVM) classifier
using a set of Facebook comments labeled as either
racist or non-racist. Their results, with a 70.8%
accuracy, highlighted the challenges of detecting
racist comments specifically, which share many
linguistic traits with general offensive comments.
The imbalanced dataset and the difficulty of sepa-
rating intent from context were key hurdles. The
study recommended that future research use more
sophisticated NLP techniques to improve detection
rates.

In a similar vein, Fernando and Deng (2023)
introduced a novel approach that enhanced hate
speech detection in Sinhala by applying feature
selection techniques. Their study proposed a
global feature selection process to tackle high-
dimensional input data challenges, using classifiers
such as SVM, Multinomial Naive Bayes (MNB),
and Random Forest. The research demonstrated
that advanced feature selection could significantly
improve detection performance in the sparse and
noisy datasets typical of Sinhala social media, par-
ticularly when combined with character and word
n-grams. This approach also revealed improve-
ments in model generalization across training and
testing datasets.

Moreover, Sandaruwan et al. (2019) explored
the lexicon-based and machine learning approaches
for hate speech detection in Sinhala social media,
where they used a corpus of 3,000 comments. Their
study revealed that the Multinomial Naive Bayes
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classifier, when combined with character trigrams,
achieved the highest accuracy of 92.33%. This
lexicon-based approach also showed promise in
identifying hate, offensive, and neutral speech cat-
egories, though the study underlined the need for
better feature engineering and larger datasets to
improve the model’s scalability.

Across these studies, common themes emerge,
including the importance of dataset size, feature
engineering, and model selection. Traditional ma-
chine learning models, while effective in certain
cases, struggle with generalization when faced with
small or imbalanced datasets, as evidenced by the
drop in performance in various studies. Deep learn-
ing models, particularly those that leverage ensem-
ble techniques, have demonstrated more robust per-
formance, although they require significantly more
data and computational resources. Moreover, the
detection of hate speech in Romanized Sinhala adds
another layer of complexity, necessitating the ex-
ploration of feature extraction methods that can
handle linguistic variations. In conclusion, the ad-
vancement of hate speech detection in the Sinhala
language relies heavily on the availability of large,
annotated datasets and the continued development
of sophisticated NLP models.

3 Methodology

In this research, we introduce a novel framework
designed specifically for hate speech detection in
low-resource languages, by leveraging multilin-
gual Large Language Models (MLLMs). This
framework adapts and extends the Dual Contrastive
Learning (DCL) strategy proposed by Lu et al.
(2023), integrating enhancements suitable for han-
dling the nuances of low resource language hate
speech on social media platforms.

3.1 Dual Contrastive Learning Framework
for Low Resource Languages

The framework depicted in figure 1 represents a
novel Dual Contrastive Learning (DCL) approach
specifically tailored for hate speech detection in
low resource languages, leveraging multilingual
Large Language Models (MLLMs) that support
low-resource languages. The overall framework
involves the following steps:

1. Embedding Generation with Multilingual
LLM: Input sentences, including both hate
and non-hate speech, are processed using a
pre-trained multilingual LLM that supports
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low-resource languages. This model gener-
ates contextual embeddings that capture the
semantic meaning of the input text.

. Data Augmentation through Dropout: To en-

hance the training data, dropout-based data
augmentation is applied to the embeddings
generated by the LLM. This process cre-
ates multiple augmented views of each input,
which are used in subsequent contrastive learn-
ing stages.

. Dual Contrastive Learning Mechanisms: The

proposed framework employs two stages of
contrastive learning:

* Self-Supervised Contrastive Learning:
This stage focuses on learning invariant
representations by creating positive pairs
from augmented views of the same hate
speech sample. Strong data augmenta-
tion techniques are used to generate these
pairs, aiming to maximize the separation
between these positive pairs and negative
pairs (non-hate speech) in the embedding
space.

* Supervised Contrastive Learning:
This stage utilizes label information
to refine the representation space by
pulling samples from the same class
closer together while pushing apart those
from different classes. This clustering
effect improves the model’s ability to
distinguish between hate and non-hate
speech effectively.

The integration of these stages allows the
framework to capture both intrinsic patterns
within hate speech and the discriminative
features between hate and non-hate content,
thereby enhancing the detection capabilities
for low resource language hate speech on so-
cial media platforms. For the above learn-
ing, there will be losses to identify the perfor-
mance of the Model.

3.2 Self-Supervised Contrastive Learning

Considering the complexity and ambiguity
of hate speech expressions, we use self-
supervised contrastive learning for data aug-
mentation and deeper semantic feature extrac-
tion. By constructing positive and negative
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Figure 1: Dual Contrastive Learning Framework for Low Resource Languages

samples, this approach captures more com-
prehensive span-level features, going beyond
token-level semantics, to better distinguish
subtle differences (Gao et al., 2021).
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C L. represent the Self-Supervised Contrastive
Learning loss and for a given input sentence x;,

standard dropout is applied twice to create the sen-
tence embedding Emb(z;) that retains maximum
semantic information (Srivastava et al., 2014). This
embedding is then used to generate two augmented
samples, z; and z;-L, through independently sam-
pled dropout masks on fully-connected layers. The
pair (2, z1) serves as positive samples, while other
samples in the batch are treated as negatives. The
parameters include NN for batch size before data
augmentation and Ts. as a non-negative tempera-
ture hyperparameter. The function sim(-) calcu-
lates the similarity scoring between z; and z;f using
cosine similarity to guide the contrastive objective,
encouraging similar embeddings for augmented
variants of the same input and contrasting them
against others.
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3.3 Supervised Contrastive Learning

To improve hate speech detection, we first apply
self-supervised contrastive learning to highlight im-
portant span-level semantics within the data. Next,
we incorporate label information through super-
vised contrastive learning. This approach ensures
that examples sharing the same label (positive sam-
ples) are drawn closer together in the embedding
space, while those with different labels (negative
samples) are pushed apart. By doing so, the model
benefits from both the self-supervised augmenta-
tion and the explicit label guidance.

Given a batch of NV samples, the supervised con-
trastive loss C Ly, is defined as:

— N1 N L
CLou = =204 Ny, —1 2 j=1 Vi) Lyirtuy)
esim(zj,Zj)/Fsu
Og sim(z,,2 su
zlk\/zl Ljieh)€ (z5,2) /T

-1

2

Here, (2;, 2;) is a pair of positive samples (with
the same label),and (z;, 2;) represents a compari-
son to a randomly chosen sample.The labels of z;
and z; are denoted by y; and y;, respectively, with
N,, representing the count of samples sharing the
same label as z;. The non-negative temperature co-
efficient I's,, modulates the supervised contrastive
loss.

3.4 Dual Contrastive and Focal losses
Integration

To jointly integrate both self-supervised and super-
vised signals, we define our overall loss function
for contrastive learning as follows:

CL = CLse + CLsu 3)

Dual contrastive learning objectives (losses) are
then integrated with the focal loss(Ross and Dollér,
2017) function which addresses data imbalance
issues in hate speech detection to obtain the total
loss function, which will be optimized to obtain the
fine-tuned DCL model.

The Focal loss is defined as follows:

N

FL=-Y a1 -p)logp) @
=1

The parameter ~y, a non-negative tuning factor,
distinguishes between easy and challenging sam-
ples in the context of model’s learning. A lower
~ encourages the model to prioritize misclassified
instances, diminishing the impact of well-classified
samples. Additionally, «, ranging from O to 1,
serves as a weighting factor, ensuring a balance in
the significance attributed to positive and negative
samples, which is defined as,

) ify, =1
ai=1{" . 5)
1 —«a, otherwise

p; in (4) reflects the relationship between the
estimated probability and the target class.

5 pi ify; =1
pi=9 _ 6)
1 —p; otherwise

p; € [0, 1] is the estimated probability for the
class with the label y; = 1 in each sentence embed-
ding z;.

This adaptive approach enhances the model’s
ability to focus on challenging instances and effec-
tively balances the influence of different sample
types in the learning process.

The Total Loss function is defined as follows:

Loss=FL+ \-CL 7

A weighting coefficient ) is used to balance the
impact of these two losses, where A € [0, 1].

4 Experiments

In this section, we evaluate the performance of our
DCL Framework for low-resource languages using
two multilingual LLMs: xlm-roberta-base (Con-
neau et al., 2019) and twhin-bert-base (Zhang et al.,
2022), both of which support Sinhala and Tamil.
We introduce three publicly available datasets, de-
scribe our experimental setups, and present eval-
uation results that compare our model with other
baseline deep learning models. We then analyze
these results in detail.

For hyperparameter tuning, we employed Op-
tuna (Akiba et al., 2019), and for improved exper-
iment tracking and monitoring, we incorporated
Neptune.ai. Our experiments primarily focus on
the Sinhala language, providing a comparative anal-
ysis of model performance. We also conducted
experiments for the Tamil language, but without a
comparative perspective.
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4.1 Datasets

For our research, we used the following three pub-
licly available datasets. !

4.1.1 Facebook Sinhala Hate Speech Dataset

This dataset contains a total of 6,345 samples,
sourced from Facebook. It features a near-balanced
distribution with 3,455 instances of hate speech
(54.45%) and 2,890 instances of non-hate speech
(45.55%). The balanced nature of this dataset, com-
bined with its real-world context from Facebook,
makes it highly applicable for developing and as-
sessing hate speech detection models tailored for
social media platforms. Its comprehensive repre-
sentation of both hate and non-hate speech ensures
that models trained on this data can effectively gen-
eralize to similar scenarios on Facebook.

4.1.2 Twitter Sinhala Hate Speech Dataset

Comprising 4,502 samples collected from Twitter,
this dataset includes 1,108 instances of hate speech
(24.62%) and 3,394 instances of non-hate speech
(75.38%). The dataset’s higher proportion of non-
hate speech mirrors the typical distribution on Twit-
ter, providing valuable insights for detecting hate
speech in real-world social media environments. Its
focus on the Twitter platform allows for effective
training and evaluation of hate speech detection
models, particularly in handling imbalanced data
and adapting to the nuances of Twitter’s social me-
dia interactions.

4.1.3 Tamil Hate Speech Dataset

The Tamil hate speech dataset consists of a total
of 5,503 labeled instances, with 3,573 classified as
non-hate speech and 1,930 as hate speech. This
distribution indicates that approximately 64.9% of
the dataset is non-hate speech, while 35.1% is hate
speech. The dataset is slightly imbalanced, with a
higher proportion of non-hate speech compared to
hate speech, though the imbalance is not extreme.

4.2 Experimental Settings

In this section, we describe the experimental setup
for our framework. We conducted experiments us-
ing two multilingual large language models (LLMs)
integrated with our framework and evaluated their
performance on the datasets. These experiments
demonstrate that our approach outperforms tradi-
tional state-of-the-art deep learning methods. The

"Here are the publicly available Datasets: (1) Facebook

Sinhala Hate Speech (2) Twitter Sinhala Hate Speech (3) Tamil
Hate Speech

datasets were divided into training and test sets,
and we employed 5-fold cross-validation for each
dataset to assess model performance on the test set.

For training, we used a dropout rate of 0.5 and
the AdamW optimizer (Kingma and Ba, 2014). Hy-
perparameter tuning was performed to optimize the
batch size, learning rate, number of epochs, and
additional parameters such as A, 7Tse, Tsy, as well
as the focal loss parameters « and 7.

Model performance was primarily assessed us-
ing the weighted F1 score with cross-validation.
We selected the models and hyperparameters that
achieved the best validation results and further eval-
uated these on the test set using metrics such as
accuracy, weighted F1 score, precision, and recall.

All models were trained on an NVIDIA T4 GPU
to ensure efficient computation.

5 Results & Analysis

The performance metrics of several deep
learning models, including CNN, LSTM,
BiGRU, an ensemble of these models,
and DCL mOdels(DCLXLM—RoBERTa and
DCLrwuiN—BERT), Were evaluated on two
sinhala datasets: the Twitter Sinhala Hate Speech
Dataset and the Facebook Sinhala Hate Speech
Dataset. The results are presented in Table 1 and
Table 2. In addition, the results presented in Table
3 show the performance of the DCL models on the
Tamil Hate Speech Dataset.

Based on the results, our DC'L1wgIN—BERT
model outperformed on both Sinhala datasets (Ta-
ble 1 and Table 2). This highlights the impor-
tance of employing advanced machine learning
techniques to address challenges in hate speech de-
tection within under-resourced language contexts.

The DCLyywgiN—eErT model achieved the
highest performance on the Twitter Sinhala Hate
Speech Dataset, with 94.00% accuracy and bal-
anced F1, recall, and precision scores, highlighting
its robustness. The Ensemble(CNN,LSTM,BiGRU)
model slightly surpassed in accuracy (94.10%)
but underperformed in F1 score, recall and pre-
cision, suggesting less balanced generalization. On
the Facebook Sinhala Hate Speech Dataset, the
DC Ly rn—perr model again excelled, achiev-
ing 87.29% accuracy, outperforming the ensemble
model (85.70%) and other models.
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Table 1: Performance Metrics for Deep Learning Models on the Twitter Sinhala Hate Speech Dataset

Model Accuracy F1Score Recall Precision
CNN? 90.10% 90.10% 90.10%  90.10%
LSTM? 9190 %  91.90% 91.90%  91.90%
BiGRU? 92.80% 92.80% 92.80%  92.80%
Ensemble(CNN7LSTM7BiGRU)2 94.10% 91.90% 93.00%  90.10%
DCLx1M—-RoBERTa 91.50% 91.60% 91.50%  91.90%
DCLrywHIN-BERT 94.00% 94.00% 94.00%  94.00%

2denotes results obtained from the literature

Table 2: Performance Metrics for Deep Learning Models on the Facebook Sinhala Hate Speech Dataset

Model Accuracy F1 Score Recall Precision
CNN? 84.80 % 84.80% 84.80%  84.80%
LSTM? 83.10% 83.10% 83.10%  83.10%
BiGRU? 85.10% 85.10% 85.10%  85.10%
Ensemble(CNN,LSTMyBiGRU)3 85.70% 85.70% 85.70% 85.70%
DCLx1M-RoBERTa 85.82% 85.85% 85.82%  86.08%
DCL71wHIN-BERT 87.29% 87.19% 87.29% 87.61%

3denotes results obtained from the literature

5.1 Key Observations

* DCL7wuiNn—prrr model was the top per-
former across all datasets, highlighting the
power of DCL-based approach in detecting
hate speech on low resource languages.

° Ensemble(CNN7L5TM7BiGRU) model
showed competitive results, particularly on

the Twitter dataset, but were outperformed
by the DCL model, especially in terms of F1
score, recall, and precision.

e The traditional models (CNN, LSTM, Bi-
GRU) demonstrated reasonable performance
but did not reach the level of the DCL mod-
els, emphasizing the importance of pre-trained
language models fine-tuned for specific tasks
such as hate speech detection.

5.2 Performance Comparison between
XLM-RoBERTa and TwHIN-BERT based
DCL Models

The XLM-RoBERTa model is pre-trained on the
CommonCrawl Corpus (CC-100), which primar-
ily comprises data collected from open web pages
(Conneau et al., 2019). In particular, this corpus ex-
cludes social media data. Consequently, the model
lacks exposure to social media-specific patterns,
trends, and expressions, which are often informal,
context-specific, and culturally nuanced. Further-
more, low-resource languages such as Sinhala and

Tamil have limited representation in digital content
(Joshi et al., 2020), making it challenging for the
model to capture the unique linguistic character-
istics of these languages as they appear in social
media contexts.

We hypothesize that this limitation in XLM-
RoBERTa’s pre-training significantly restricts the
potential performance gains achievable through
its integration with the DCL framework. This
stands in contrast to the DCL framework em-
ploying TwHIN-BERT, a model pre-trained on
7 billion tweets across 100 languages. TwHIN-
BERT leverages textual data alongside social en-
gagement signals through the Twitter Heteroge-
neous Information Network (TwHIN) (Zhang et al.,
2022). This socially enriched pretraining enables
TwHIN-BERT to better understand the informal
and context-specific linguistic expressions preva-
lent on social media platforms.

Given these differences, our results demonstrate
that the DC Ly, g1 N —ERrT Model excels in hate
speech detection, which requires social media-
specific linguistic understanding. The inclusion
of social media data during TWHIN-BERT’s pre-
training enables it to capture cultural nuances and
informal language variations more effectively than
XLM-RoBERTa. This advantage is reflected in the
observed superior performance of TWHIN-BERT-
based implementations compared to their XLM-
RoBERTa counterparts in hate speech detection for
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Table 3: Performance Metrics for Deep Learning Models on a Tamil Hate Speech Dataset

Model Accuracy F1Score Recall Precision
DCLx1M-RoBERTa  65.86% 56.32% 65.86%  63.86%
DCLrywHIN-BERT 74.58% 74.38% 74.58%  74.26%

low-resource languages on social media.

5.3 Limitations

Our work primarily focuses on hate speech in the
Sinhala language, with limited exploration of Tamil
among low-resource languages. Experiments were
conducted exclusively with XILM-RoBERTa and
TwHIN-BERT models, leaving scope for future
exploration of other multilingual large language
models (MLLMs).

Conclusion

This study highlights the potential of advanced ma-
chine learning techniques, particularly use of dual
contrastive learning with pre-trained multilingual
LLMs like XLM-RoBERTa and TwWHIN-BERT, for
hate speech detection in low-resource languages
such as Sinhala and Tamil.Our DCL framework-
based model outperformed existing state-of-the-art
traditional deep learning models, with the TwHIN-
BERT-based DCL model consistently achieving su-
perior performance across both Sinhala datasets.In
addition, our findings reveal the critical impor-
tance of domain-specific pretraining on social me-
dia data, as demonstrated by TWHIN-BERT, in ad-
dressing the challenges of informal and context-
dependent expressions prevalent on social media
platforms, particularly for hate speech detection in
low-resource languages. These results lay a strong
foundation for future research in hate speech detec-
tion for low-resource languages using Multilingual
Large Language Models.
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