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Abstract

This paper presents JHU’s submission to the
AmericasNLP shared task on the creation of
educational materials for Indigenous languages.
The task involves transforming a base sentence
given one or more tags that correspond to gram-
matical features, such as negation or tense. The
task also spans four languages: Bribri, Maya,
Guaraní, and Nahuatl. We experiment with
augmenting prompts to large language mod-
els with different information, chain of thought
prompting, ensembling large language mod-
els by majority voting, and training a pointer-
generator network. Our System 1, an ensemble
of large language models, achieves the best
performance on Maya and Guaraní, building
upon the previous successes in leveraging large
language models for this task and highlighting
the effectiveness of ensembling large language
models.

1 Introduction

The AmericasNLP 2025 shared task on the creation
of educational materials (de Gibert et al., 2025)
proposes automated generation of educational ma-
terials for low-resource Indigenous languages in
the Americas. Many of these languages are endan-
gered, with few remaining speakers, and lack the
large datasets necessary to leverage advances in
Natural Language Processing (NLP) as languages
like English and Spanish do. The shared task chal-
lenged teams to develop NLP systems to create ed-
ucational exercises for Bribri, Maya, Guaraní, and
Nahuatl. These exercises involve applying gram-
matical transformations—such as tense changes or
negation—to base sentences.

Each team received a limited training dataset
for each language. This dataset contained base
sentences, the corresponding grammatical modifi-
cations, and the correctly transformed output sen-
tences. Using this data, teams were expected to
develop NLP systems which, given a base sentence

and a grammar modification, could produce the
correctly modified output sentence.

By leveraging NLP to generate grammatical ex-
ercises, this task intends to reduce the burden on the
small number of fluent speakers in these languages
who would otherwise need to manually develop
learning resources. This automation can enable
communities to create a broader range of instruc-
tional materials with less effort, making language
learning more accessible.

Our approach is based on an ensemble of sev-
eral distinct methods, including novel extensions
on the large language model (LLM) methods suc-
cessfully deployed by top performing systems of
the 2024 shared task (Vasselli et al., 2024; Bui and
von der Wense, 2024; Haley, 2024), combined with
additional components including linguistic infor-
mation specific to each language, part-of-speech
tagging, chain-of-thought reasoning, and model en-
sembling using majority voting. We additionally
train a pointer-generator LSTM leveraging addi-
tional Bribri data. Our ensemble system, using
majority voting from LLM outputs generated with
varying prompt configurations, achieves the high-
est performance on Maya and Guarani compared
to other teams. We release our code on GitHub1.

2 Data

2.1 Task Data

The task provided training, development, and test
data in Bribri, Maya, Guaraní, and Nahuatl. Each
data split contained base sentences, the change to
apply to each base sentence. The training and de-
velopment data additionally contain the correctly
transformed base sentence. The training data in-
cludes 309, 584, 178, and 392 examples for Bribri,
Maya, Guaraní, and Nahuatl respectively. The
development data includes 212 Bribri examples,

1https://github.com/KentonMurray/
AmericasNLP2025
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149 Maya examples, 79 Guaraní examples, and
176 Nahuatl examples. The test data includes 480
Bribri examples, 310 Maya examples, 364 Guaraní
examples, and 120 Nahuatl examples.

2.2 Additional Bribri Data

For one of our submitted systems, the pointer-
generator network, we create additional training
data by extracting verb conjugation tables from
Gramática de la lengua bribri, a Bribri reference
grammar (Murillo, 2018). From this process, we
extracted 482 unique verbs and constructed 1400
additional single-verb training examples.

3 Methods

3.1 LLM Prompting

We conduct few-shot prompting experiments utiliz-
ing variations of the prompt in Table 1, modified
from the prompt used in the 2024 submission to
this task by the JAJ team (Vasselli et al., 2024).
This prompt provides a well structured format that
allows us to experiment with the inclusion of ad-
ditional information, namely part of speech tags
and grammar information from a reference book.
An explicit system instruction to output only the
target sentence is included as initial testing showed
that with such an instruction, outputs were inconsis-
tently formatted and occasionally multiple hypothe-
ses for target sentences were generated. We also
observed that the LLMs would sometimes first gen-
erate reasoning text, particularly when including
fewer few-shot examples in the prompt.

Examples are to include in the prompt are cho-
sen in the following manner: Given a maximum
number of examples to include and a test exam-
ple with n change tags, we first select all examples
from the training data such that all n tags in the test
example match those in the training examples, then
sort in descending order by combined BLEU (Pap-
ineni et al., 2002) and chrF (Popović, 2015) score
and select up to the given maximum number of
examples. If more examples are needed, we select
additional training examples which overlap with
n - 1 of the change tags in the test example, then
again sort and select the top examples by combined
BLEU and chrF. If more examples are still needed,
we continue this process down to an overlap of 1
change tag.

For this few-shot prompting approach, we exper-
iment with including a maximum of 3, 5, 10, and
20 examples.

SYSTEM:
You are a helpful assistant with expertise
in linguistics. Output only the target
sentence in your response with no
additional punctuation.

USER:
This is a linguistic puzzle involving
grammar changes in [LANGUAGE]. You are
given examples which include a source
sentence, a grammar change to apply to the
source sentence, and a target sentence.
Your task is to generate the target
sentence for the final example.

Example 1:
Source: [SOURCE SENTENCE]
Grammar Change: [CHANGE TAGS]
Target: [TARGET SENTENCE]

(...)

Now generate the target sentence for this
example:
Source: [SOURCE SENTENCE]
Grammar Change: [CHANGE TAGS]
Target:

Table 1: Our base prompt that we use for experimen-
tation. [LANGUAGE] is replaced with Bribri, Yucatec
Maya, Guaraní, or Western Sierra Puebla Nahuatl.

Additionally, we conduct these experiments with
two LLMs: GPT-4o (OpenAI et al., 2024b) and
DeepSeek-v3 (DeepSeek-AI et al., 2025), and set
the temperature to 0.

Reference Book In one experiment, we include
the line “You are also given additional informa-
tion about the morphology and syntax of the lan-
guage." and copied the ’Morphology and Syntax’
sections for Bribri, Maya, and Guaraní from a ref-
erence book (Campbell, 2000). We did not include
morphological and syntactic information for Nahu-
atl as the reference book documented Classical
Nahuatl rather than Western Sierra Puebla Nahu-
atl. We test this addition to the prompt with 10
examples from the training data included. This ex-
periment is partly inspired by MTOB, a benchmark
on low resource machine translation for LLMs us-
ing a human-readable grammar book (Tanzer et al.,
2024). In contrast to MTOB, the grammar descrip-
tions we include are only a few pages long.

Part of Speech Tags We experiment with addi-
tionally including a part-of-speech tagged source
sentences in our prompt, alongside the original
source sentences, for Maya and Guaraní data. We
utilize open source part-of-speech taggers released
by Apertium to generate our part-of-speech tagged
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data (Forcada and Tyers, 2016; Kuznetsova and
Tyers, 2021; Pugh et al., 2023).

3.2 Chain of Thought
We also experimented with chain of thought (CoT)
prompting (Wei et al., 2022), instructing the LLM
to offer a step-by-step analysis to arrive at a solu-
tion. We tested CoT prompting using DeepSeek-
V3 first in a zero-shot setting, followed by experi-
ments with few-shot settings using 10, 20, and 25
examples.

Our approach involved processing sentences by
providing predefined steps using a structured CoT
prompt. We varied the number of few-shot exam-
ples to evaluate their impact on model performance.
The methodology followed these key steps:

1. Understanding the Source Sentence – The
model was instructed to analyze the input sen-
tence in the target language.

2. Identifying the Required Change – The
model was guided to recognize and interpret
the intended transformation.

3. Retrieving Few-Shot Examples – We exper-
imented with different numbers of few-shot
examples (n = 0, 10, 20, 25). For our CoT ex-
periments, examples are selected based on the
number of overlapping change tags with the
test example, as described in Bui and von der
Wense (2024).

4. Applying the Transformation – The model
generated the modified sentence step-by-step,
following CoT reasoning.

5. Output Formatting – The final prediction
was in a standardized format (PREDICTED
TARGET:), which helped us with the extrac-
tion of results.

3.3 Ensembling
We create an ensemble system by utilizing ma-
jority voting to combine up to six LLM outputs.
We decide on the specific configuration of LLM
systems to include for each language by compar-
ing the scores on the dev set of ensembling ev-
ery combination of up to six of our LLM experi-
ment outputs, including all our prompt configura-
tion experiments and our CoT experiment using
DeepSeek-V3 and 25 examples. We also compare
sentence-level, token-level, and character-level ma-
jority voting strategies.

3.4 Pointer-Generator Network

As a contrastive system, we train a character-level
pointer-generator LSTM utilizing a language tag
and change tags as features (Bahdanau et al., 2016;
See et al., 2017; Vinyals et al., 2015). Our pointer-
generator network has 1 encoder layer, 1 decoder
layer, an embedding size of 128, and a hidden layer
size of 512. We train on all data including our
additional Bribri data, and use a learning rate of
1e-3, dropout set to 0.3, and optimize with Adam
(Kingma and Ba, 2017). Training is conducted
with early stopping, and we evaluate using a model
checkpoint saved after training for 31 epochs.

4 Submitted Systems

We organize our submitted systems as follows:

System 1 A majority voting ensemble of up to
six systems selected based on dev set performance
for each language. For Bribri, this is a token-level
majority voting ensemble of four LLM outputs. For
both Maya and Guaraní, this is a whole sentence
majority voting ensemble of six LLM outputs. For
Nahuatl, the best single system outperformed any
ensemble of multiple systems, so we include only
a single non-ensembled system for Nahuatl.

System 2 The best prompt configuration for
DeepSeek-v3 for each language, selected based
on dev set performance.

System 3 GPT-4o using the same prompt config-
urations as System 2.

System 4 The best prompt configuration for GPT-
4o for each language, selected based on dev set
performance.

System 5 This system is CoT prompting of
DeepSeek-v3 with 25 included examples.

System 6 This system is our pointer-generator
LSTM.

5 Results and Discussion

We present our results on the test set for all six of
our systems in Table 2. Our LLM ensemble system,
System 1, performs the best of our submitted sys-
tems and is declared one of two winning systems
on this year’s task, achieving the highest scores in
the task for Maya and Guaraní. Compared to last
year’s winning systems for Maya and Guaraní, our
System 1 achieves an additional 10.00 percentage
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System Bribri Maya Guaraní Nahuatl
Acc. BLEU chrF Acc. BLEU chrF Acc. BLEU chrF Acc. BLEU chrF

1 22.71 45.68 71.63 63.87 84.03 93.87 43.68 57.2 86.83 3.33 12.2 52.75
2 20.21 42.5 71.99 59.35 82.32 92.95 38.19 50.28 85.41 3.33 12.2 52.75
3 20.21 44.51 72.21 56.77 80.59 91.77 38.74 55.47 86.17 1.67 11.66 49.27
4 18.75 45.09 71.42 60.00 81.94 92.94 40.93 54.89 86.02 1.67 12.5 49.67
5 15.83 40.02 70.59 59.03 80.48 92.39 41.21 55.04 86.21 2.5 12.84 55.31
6 5.42 20.67 49.65 9.68 46.71 67.19 6.32 4.79 46.28 0 0.62 27.73

Table 2: Test set evaluation results for our six submitted systems. Winning scores in the task are in bold.

points in accuracy for Maya and an 9.06 percent-
age points in accuracy for Guaraní (Chiruzzo et al.,
2024). Compared to our highest scoring single
LLM system submissions, our ensembling strategy
also provides an increase in accuracy of 2.50 per-
centage points for Bribri, 3.87 percentage points
for Maya, and 2.75 percentage points for Guaraní.

5.1 LLM Choice

Our single LLM systems, Systems 2, 3, and 4,
exhibit a moderate amount of variation in score,
though all still perform higher than last year’s best
systems for Maya and Guaraní. For a clearer un-
derstanding on how our selection of LLMs affects
our performance on this task, we conduct an ad-
ditional experiment on the dev set using our base
prompt with 10 examples to compare our system
performance when using GPT-4 (OpenAI et al.,
2024a), specifically the gpt-4-0614 snapshot avail-
able through the OpenAI API2. We also compare
performance when using two additional snapshots
of GPT-4o: gpt-4o-2024-11-20 and gpt-4o-2024-
05-133. Our GPT-4o systems by default use gpt-
4o-2024-08-06. We report the results of this exper-
iment in Table 3. As seen in the table, using GPT-4
and different GPT-4o snapshots result in some vari-
ation in performance on the dev set compared to
the LLMs used in our submitted systems, but this
variation is only to a small extent. This could indi-
cate that the specifics of our prompting technique
and our method of selecting training examples play
a more significant role in the higher performance
of our single LLM systems, rather than simply our
choice of LLMs.

2https://platform.openai.com/docs/models/
gpt-4

3https://platform.openai.com/docs/models/
gpt-4o

5.2 Prompting Configurations

We record the results of our experiments in varying
LLM prompt configurations, which were referred
to in selecting the components of our submitted
systems, in Table 4. Notably, increasing the num-
ber of training examples included in the prompt did
not strictly increase performance, and leveraging
part-of-speech tags and reference book information
also does not have a clear impact on performance
as evaluated on the development set. Future work
could take a fine-grained approach to understand-
ing how such prompt configurations affect model
predictions.

5.3 Nahuatl Performance and Future Work

We observe poor performance on Nahuatl across
all of our experiments and submitted systems, com-
pared to our performance on the other languages
included in this task. One possible hypothesis as
to why performance is so low is due to the extent
of variation within Nahuatl and the extent to which
LLMs have been trained on and can differentiate
Nahuatl varieties. Western Sierra Puebla Nahuatl,
the Nahuatl variety included in this task (de Gib-
ert et al., 2025), is one of 30 varieties within the
"language grouping" of Nahuatl recognized by the
Instituto Nacional de Lenguas Indígenas (INALI).
INALI further states that each language variety
should be treated as languages themselves, partic-
ularly for educational matters, as well as in other
areas including justice and health (INALI, 2008).
Thus, in the spirit of this task, we propose that
future work in developing systems to create ed-
ucational materials for Indigenous language take
a more variety-specific approach to Nahuatl, that
may include sourcing and incorporating grammati-
cal information about Western Sierra Puebla Nahu-
atl, and also possibly fine-tuning LLMs on West-
ern Sierra Puebla Nahuatl data. Additionally, to
understand the extent to which our systems are im-
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Model Bribri Maya Guaraní Nahuatl
Acc. BLEU chrF Acc. BLEU chrF Acc. BLEU chrF Acc. BLEU chrF

DeepSeek-V3 18.40 45.79 66.69 55.70 77.31 91.31 41.77 52.70 86.41 2.27 8.13 42.58
gpt-4o-2024-08-06 18.40 45.96 65.13 54.36 76.39 90.41 39.24 49.24 84.70 1.14 6.38 38.88
gpt-4o -2024-11-20 16.51 44.73 65.42 55.70 77.11 90.84 45.57 51.89 86.31 3.41 6.18 40.19
gpt-4o-2024-05-13 17.45 46.10 65.75 57.05 78.48 91.02 39.24 49.24 85.45 1.14 5.75 39.72

gpt-4-0613 18.40 46.25 66.54 56.38 76.20 90.93 37.97 50.68 83.49 2.84 5.71 38.95

Table 3: Results on the dev set of our comparison experiment with GPT-4, 3 different GPT-4o snapshots, and
DeepSeek-V3, using our base prompt and 10 examples. Our submitted systems use the gpt-4o-2024-08-06 snapshot
and DeepSeek-V3.

pacted by the linguistic diversity within Nahuatl,
future analysis could examine whether incorrect
outputs of our LLM-based systems are valid for
other Nahuatl varieties. Such analysis may provide
insight into how systems can be modified to better
support Western Sierra Puebla Nahuatl specifically.

6 Conclusion

We presented the results of JHU’s submission to the
2025 AmericasNLP shared task on the creation of
educational materials for Indigenous languages. In
developing our systems, we conducted experiments
using different prompting configurations with GPT-
4o and DeepSeek-V3, combined chain of thought
prompting techniques with few-shot prompting,
trained a pointer-generator LSTM, and construct
a majority voting ensemble of LLMs. We achieve
the highest performance on Maya and Guaraní with
our ensemble system, which is declared one of two
winning systems on this year’s task.
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Prompt Config Model Bribri Maya Guaraní Nahuatl
Acc. BLEU chrF Acc. BLEU chrF Acc. BLEU chrF Acc. BLEU chrF

3 examples GPT-4o 16.98 44.52 62.89 54.36 77.37 90.84 39.24 47.44 85.39 1.14 4.86 34.98
DeepSeek-V3 15.09 41.84 63.71 57.05 79.04 91.36 39.24 49.32 85.70 2.84 7.34 40.68

5 examples GPT-4o 17.92 44.49 63.87 55.03 76.67 90.43 41.77 49.75 85.97 1.14 5.41 37.52
DeepSeek-V3 17.92 46.24 65.75 55.03 76.96 90.61 44.30⋆ 52.88 87.01 2.27 6.03 40.84

10 examples GPT-4o 18.40 45.96 65.13 54.36 76.39 90.41 39.24 49.24 84.70 1.14 6.38 38.88
DeepSeek-V3 18.40 45.79 66.69 55.70 77.31 91.31 41.77 52.70 86.41 2.27 8.13 42.58

20 examples GPT-4o 15.57 44.76 64.75 58.39 78.64⋆ 90.98 40.51 54.51 86.17 1.14 5.71 39.19
DeepSeek-V3 18.87⋆ 47.68⋆ 67.43⋆ 56.38 78.20 91.49 44.30⋆ 54.02 87.42⋆ 5.11⋆ 8.88⋆ 43.56⋆

3 ex. + POS GPT-4o - - - 53.02 76.24 89.16 39.24 56.78⋆ 85.40 - - -
DeepSeek-V3 - - - 55.03 77.29 90.59 36.71 49.25 83.63 - - -

5 ex. + POS GPT-4o - - - 48.32 72.51 88.75 41.77 55.96 85.12 - - -
DeepSeek-V3 - - - 55.70 77.23 90.47 37.97 50.40 85.90 - - -

10 ex. + POS GPT-4o - - - 55.70 76.49 90.44 44.30⋆ 52.37 86.15 - - -
DeepSeek-V3 - - - 55.70 77.41 91.17 41.77 51.59 86.45 - - -

20 ex. + POS GPT-4o - - - 56.38 77.24 90.36 41.77 51.77 86.27 - - -
DeepSeek-V3 - - - 59.06⋆ 78.55 91.54⋆ 40.51 51.08 86.21 - - -

10 ex. + book GPT-4o 16.98 45.63 65.86 54.36 76.92 90.79 43.04 55.15 86.95 - - -
DeepSeek-V3 16.04 44.47 65.90 55.03 76.50 90.95 43.04 56.26 86.33 - - -

Table 4: Results from experimenting with different prompt configurations using GPT-4o and DeepSeek-V3. The
highest scores for each model on each language are in bold. The best scores across both systems for each language
are indicated with a ⋆.
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