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Abstract

In this study, we explore the application of large
language models (LLMs) to analyze narrative
discourse within the framework established by
the field of narratology. We develop a set of el-
ementary narrative features derived from prior
theoretical work that focus on core dimensions
of narrative, including time, setting, and per-
spective. Through experiments with GPT-4 and
fine-tuned open-source models like Llama3, we
demonstrate the models’ ability to annotate nar-
rative passages with reasonable levels of agree-
ment with human annotators. Leveraging a
dataset of human-annotated passages spanning
18 distinct narrative and non-narrative genres,
our work provides empirical support for the de-
ictic theory of narrative communication. This
theory posits that a fundamental function of
storytelling is the focalization of attention on
distant human experiences to facilitate social
coordination. We conclude with a discussion
of the possibilities for LLM-driven narrative
discourse understanding.

1 Introduction

For the purposes of narrative understanding, the
distinction between “story” (what happened) and
“discourse” (how it is told) is fundamental (Bal and
Van Boheemen, 2009; Hiihn et al., 2009). This
bipartite schema was updated by Genette (1980) to
include a third dimension, known as the narrating

instance. For Genette (1980), “narrative discourse”

includes the stylistic qualities of how the narrator’s
voice influences both the story and its structure. In
this framework, narrative discourse is not limited
to the structural dimensions of storytelling (seen
in the bottom right node of Fig. 1). Rather, it
encompasses interactions between all three nodes.

!Confusingly, “discourse” is traditionally used in English
to refer to the structural aspects of narrative (lower right node)
even though Genette used the term “récit (narrative)” in his
original work. A better solution would be to use the term

“structure” for the node and “discourse” for the interaction of
the nodes.
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Figure 1: Gérard Genette’s classic narrative triangle.

Considerable work in NLP has focused on un-
derstanding the two original nodes of Genette’s
triangle. For the task of sfory understanding (i.e.
the lower left node), work has focused on key areas
such as the detection of character types (Stamm-
bach et al., 2022; Bamman et al., 2014), event types
(Parekh et al., 2023; Chambers and Jurafsky, 2009),
and story lines (Caselli et al., 2015)). Similarly, nar-
rative structure (i.e. the lower right node), has been
amply addressed in concepts such as plot arcs (Rea-
gan et al., 2016; Fudolig et al., 2023), turning points
(Ouyang and McKeown, 2015), and non-linearity
(Piper and Toubia, 2023).

In this paper we test the affordances of large
language models for the analysis of narrative dis-
course, understood here as the three key linking
functions between the primary nodes in Genette
(1980)’s classic narratological framework (Fig. 1).
The value of doing so is to support our broader
understanding of the nature and function of story-
telling within diverse social and cultural contexts.

As we will see, some of the individual compo-
nents of narrative discourse have been the subject of
NLP research for some time (e.g. dialogue, entity,
and tense detection), while some are more novel
(e.g. emotionality, conflict, eventfulness, etc.). The
principal aim in our work is to bring together these
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different strands under a unified theoretical frame-
work to facilitate future benchmarking of language
model performance. As Radford and Joseph (2020)
have argued through the concept of “theory in, the-
ory out,” theory is essential for guiding both model
construction and model interpretation.

The use of large language models can potentially
address core challenges facing the field of compu-
tational narrative understanding. First, they can
help narrow the distance between the linguistic fea-
tures captured by traditional methods in NLP and
the theoretical constructs they are meant to capture.
The intrinsic language-understanding demonstrated
by LLMs can potentially map more directly onto
higher-level theoretical constructs.

Second, LL.Ms can be a powerful way of detect-
ing narrative features at large-scale where we lack
abundant training data. As a relatively nascent field
with a diverse array of dimensions, we do not yet
have a robust infrastructure of already annotated
data for a variety of narrative detection tasks.

Third, LLMs can be useful pragmatically as a
means of bundling diverse computational proce-
dures under a single prompting framework to facil-
itate greater access and make different approaches
more commensurable. Computational narrative
understanding is by nature an interdisciplinary un-
dertaking that touches on a range of fields (health,
economics, cognitive science, communication, lit-
erary studies, sociology and more). Facilitating
access can facilitate the wider adoption of common
methods for the understanding of narrative com-
munication. That being said, LLMs also introduce
their own novel problems of interpretability and
generalization and therefore will require extensive
testing and validation as is already well underway
in numerous areas.

In what follows, we address: 1) prior compu-
tational work in narrative understanding as it re-
lates to the two core nodes of Genette’s framework;
2) our translation of the concept of “narrative dis-
course” into a set of natural language prompts; 3)
the validation of multiple different models by hu-
man annotators; 4) and the insights gained from our
models as it relates to understanding the distinctive
qualities of narrative discourse. Our aim is to il-
lustrate the ways in which LLMs can contribute to
our understanding of narrative communication. We
conclude with a discussion of potential limitations
and areas for future investigation.
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2 Prior Work

A robust literature in NLP addresses two of the key
poles of Genette’s triangle in Fig. 1 (story and struc-
ture). In terms of narrative “structure” (the lower
right node, i.e. “how it is told”), a number of pieces
have modeled narrative as a structural arc. Schmidt
(2015) modeled changes in topic distributions over
narrative time in a collection of 80,000 television
episodes, while Reagan et al. (2016) and Jockers
(2017) have modeled arcs using sentiment detec-
tion as a proxy for narrative fortune. This work has
been explored in greater depth in Elkins (2022) and
newly expanded using ousiometric features such as
fear and danger by Fudolig et al. (2023).

Other work has attempted to model narrative
structure through the detection of scene changes
(Zehe et al., 2021) and narrative “levels,” i.e., when
stories are imbedded inside of other stories (Reiter
et al., 2019). Ouyang and McKeown (2015) have
modeled narrative “turning points,” based on the
theory that narratives are defined by a sense of
linear transformation (Bruner, 1991). Piper and
Toubia (2023) used word embeddings to model
narrative non-linearity through the heuristic of the
traveling salesman problem.

On the story side (lower left node), a number
of works have modeled different dimensions of
story content (“what happened”). Stammbach et al.
(2022) have modeled character “roles” (hero, vil-
lain, victim) using LLMs, while Rahimtoroghi et al.
(2017) and Lukin et al. (2016) have looked at the
prediction of character goals in stories built off
of prior work encoding semantic relationships in
stories (Elson and McKeown, 2010). Goyal et al.
(2010) have modeled plot “units,” and Jockers and
Mimno (2013) have modeled novels as high-level
themes using topic modeling. Causality mining
has been identified as another core aspect of story
understanding by establishing inter-event relation-
ships at the story level (Hu et al., 2017; Meehan
et al., 2022; Sun et al., 2024).

In this paper, we seek to integrate the relation-
ships between the three poles of narrative as a set of
elementary discursive features. Where prior work
has importantly focused on detection tasks related
to the individual areas of story and structure, here
we aim to develop a set of features that cover the
three core linking functions shown in Figure 1 as
described by Genette (1980) and later developed
by Herman (2009).



3 Implementation

3.1 Theoretical Framework

In his principal work, Narrative Discourse, Genette
(1980) introduced three key linking functions be-
tween the primary narrative poles, which he named
tense, mood, and voice. These functions capture as-
pects of time and the ordering of events (fense); the
relationship between events, description, and place
(mood); and perspectival issues such as point of
view, dialogue, interiority, and focalization (voice).

Genette’s framework has since been updated
by Herman (2009) to include three related func-
tions: sequentiality, world building, and qualia,
or “what it is like”> One can observe how Her-
man’s categories map neatly onto Genette’s: tense-
sequentiality, mood-worldbuilding, voice-qualia.

From this classical tripartite framework, we de-
velop a set of fifteen narrative features, which we
then translate into natural language prompts as
shown in Table 1. These statements were designed
to be elementary in nature with their exact word-
ing refined over multiple rounds of interaction and
testing with one of our language models (GPT-4).
Some, though not all, of these features have been
addressed in prior work (agent detection, dialogue
detection, tense, etc). The goal here is to bundle
these features within a single theoretical frame-
work and utilize a unified prompting framework
for their assessment. Additionally, we introduce
new features that have eluded measurement, such
as anachrony detection and narrative conflict.

Note that we also translate Genette’s somewhat
confusingly chosen terms, Tense, Mood, and Voice
into the more colloquial terms Time, Setting, and
Point-of-View (POV), to facilitate intelligibility.?
Finally, we also include one non-sensical “honey-
pot” feature to test whether our models are ran-
domly guessing. The answer to this question
should never be positive.

For the first category, “POV (Point of View),” we
foreground the experiencing agent as our principal
unit. Thus we focus not only on the presence of
agents, but also Herman (2009)’s notion of how
narrative discourse conveys the “qualia” of experi-
ence, i.e. “what it is like.” For Herman, narrative
discourse aims to illustrate “the pressure of events

2Herman includes a fourth dimension, sifuatedness, which
relates to the social dynamics of narrative and which is beyond
the scope of this model.

3Genette’s terminology faced criticism for its eclectic us-
age of linguistic terminology so we accordingly adapt it to the
general narrative concepts they were aimed to capture.
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on a real or imagined consciousness” (14), which
nicely captures Genette’s idea of “voice.” Accord-
ingly, we implement prompts designed to represent
the potential foregrounding of sensual and/or emo-
tional experience of characters along with commu-
nicative dimensions like dialogue.

For our second category of “Time,” we focus on
aspects of temporality in narrative, including the
use of tense (past/present), anachrony (temporal
disorder manifested through flashforwards (prolep-
sis) or flashbacks (analepsis)), as well as temporal
specificity itself, i.e. how explicitly the narrative
discourse is located in time. The focus on “event
sequences” and “eventfulness” (i.e. how reliant the
narrative discourse is on action rather than descrip-
tion, qualia or dialogue) are derived from Herman
(2009) and Hiihn (2009) respectively and are de-
signed to further capture dimensions of time. The
emphasis on conflict in this category stems from
narrative theories that foreground the quality of
“change” and resolution as essential for narrative
communication (Prince, 2012; Bruner, 1991; Her-
man, 2009; Gottschall, 2012).

For our third category, “Setting,” we assess the
degree to which narrative discourse situates the
reader not only within a definite location (“loca-
tion”), but also a realized and tangible space (“con-
cretenes”’). Symbolism and abstraction capture the
inverse, where language removes us from an ex-
periencable location and towards language used
to convey disembodied ideas, either abstractly or
figuratively.

Note that in every instance we are not attempt-
ing to catalogue specific narrative contents, i.e.
story-level phenomena. Where story-driven analy-
sis aims to detect plot elements specific to a given
story (such as themes, events, locations, or char-
acter types), we are interested in the narrative dis-
course underlying such elements (e.g. the presence
of characters, dialogue, qualia, or setting, etc.) In
our model we care less about capturing, for exam-
ple, the specific location or time frame or emotional
valence of a story, and instead focus on the extent
to which discursive techniques related to temporal-
ity, locatability, and perspective are used to convey
the events of the story.

3.2 Prompting Framework

We incorporate the sixteen statements listed in Ta-
ble 1 into the following prompting framework to
deliver our questions to the model. We prompt the
models to output a three-point ordinal scale based



Category Feature Statement

POV Agents This passage focuses on the experience of one or
more characters.

POV Emotionality This passage focuses on the characters’ emotions.

POV Perception This passage lets you see the world through the eyes
and bodies of the characters.

POV Dialogue The passage contains dialogue.

TIME Temporal Specificity This passage uses specific markers of time.

TIME Event Sequences This passage focuses on a series of sequential actions.

TIME Eventfulness This passage is very eventful.

TIME Pastness This passage is mostly written in the past tense.

TIME Presentness This passage is mostly written in the present tense.

TIME Anachrony This passage tells of events that occur out of order.

TIME Conflict This passage focuses on some kind of conflict or
problem.

SETTING Location This passage focuses on description of a specific
location.

SETTING Concreteness This passage focuses on specific concrete details, like
objects, places, and surfaces that one can imagine
seeing and feeling.

SETTING Abstraction This passage focuses on abstract ideas and concepts.

SETTING Symbolism This passage uses symbolic or metaphorical lan-

guage.

HONEYPOT Emotional Meteorology

This passage focuses on how the emotional states of

characters influence the weather.

Table 1: Our features that aim to capture different dimensions of narrative discourse as modeled by Genette (1980)

and Herman (2009).

on the degree of presence of a given narrative fea-
ture, which we describe below. We use the models
listed in Table 3 to compare performance.

Our prompting framework thus consists of the
following elements: role prompt, framing question,
ordinal scale, narrative feature, and individual pas-
sage. Here is an example of our implementation:

Today, you are an expert story interpreter.
I will give you a passage from a story and
ask you a question about it. Here is a pas-
sage: [Insert passage.] Can you tell me
if the following feature is present? This
passage focuses on some kind of conflict
or problem. Answer only with a num-
ber where 2=strongly present, I=weakly
present, or O=not present.

3.3 Data

We use the manually annotated data openly avail-
able from Piper and Bagga (2022). In this work, the
authors collect 13,543 passages drawn from 18 dif-
ferent genres, roughly split between narrative and
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non-narrative texts. This data contains passages
from contemporary novels, historical novels, short
stories, folk tales, and more experimental works of
flash fiction. It also includes genres from narrative
non-fiction like memoirs, biographies, histories and
stories from AskReddit (Ouyang and McKeown,
2015).

These passages have been shown to elicit a high
degree of separation when used to train traditional
text-based classifiers (F1 = 0.936), even when con-
trolling for different genres in the train and test
sets.

Included in this data is a small subset of 394
manually annotated passages for their “narrativity”
score. The authors use the construct of “narrativ-
ity” to capture the degree to which a given passage
engages in the act of narration (Giora and Shen,
1994; Herman, 2009; Pianzola, 2018). We run our
experiments on the subset of confirmed narrative
passages in the manually annotated data that re-
ceived a score > 3.0 (on a 5-point Likert scale)
and that were initially drawn from the “narrative”



genres. This leaves us with 188 sample sentences.
Here we provide examples of low and high rated
passages according to their narrativity scores.

High (Avg. Score = 5.0)

Last night I did clinical paperwork and slept
while my friends shot whiskey in the living room.
Tonight, they’re at a party playing beer pong and
I’m sipping hot chocolate on the gray couch, the
one Simon gave me that’s so old the leather has dis-
solved into wrinkles. Miles the Siamese cat stalks
my hair while I read the pharmaceuticals textbook.
Tomorrow I imagine more of the same and I'm not
sure who, in 10 years, will be sorriest: my im-
poverished friends, my rich high-living high-blood
pressure high-balling self, or the cat, who will be
dead. I guess the cat.

Low (Avg. Score = 3.33)

Bored. Displaced. “And what do you think hap-
pens to a chigger if nobody ever walks by his weed?”
her granny asked, heading for the house with that
sidelong uneager unanswered glance, hoping for
what? The surprise gift of a smile? Nothing.

3.4 Fine-tuning open-source Models

In addition to GPT-4 (gpt-4-0125-preview), we also
experiment with three open-weight LLMs: Llama3
(8B parameters), Mistral (7B parameters), and Mix-
tral (56B parameters). We fine-tune Llama3 and
Mixtral using model distillation from GPT-4 gener-
ated annotations.

3.4.1 Training Data

In order to annotate training data for our open-
source models, we use GPT-4 (gpt-4-0125-preview)
to annotate a dataset of 4,800 passages drawn from
the original Piper and Bagga (2022) dataset. Train-
ing passages were not drawn from the test dataset.
We experiment with modified prompts to optimize
training (included with the model documentation).

3.4.2 Implementation Details

All experiments are run on a single A100 40G GPU
on Google Colab. We utilize Low Rank Adaptation
(LoRA), a parameter-efficient finetuning approach
that can significantly reduce GPU memory require-
ments and the number of trainable parameters (Hu
et al., 2021). We use a LoRA rank of 32, LoRA
alpha of 16 and a dropout rate of 0.05. Due to mem-
ory constraints, we use 8-bit quantization and 4-bit
quantization for Llama3 and Mixtral respectively.
The models are trained for 2 to 3 epochs using a
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learning rate of 3e-4 with a decay of 0.001. We
observed major performance gains when masking
out the instructions and training on only comple-
tions. We make publicly available our finetuned
Llama3-8B model which performs at par with GPT-
4 (gpt-4-0125-preview) and can be run free of cost
using a platform such as Google Colab.*

3.5 Validation

We use both automated and manual annotation ap-
proaches towards validating our models. We only
apply automated measures towards our best model,
while we measure all model performance against
our manual annotations.

We create a validation set drawn from the 188
sample passages in Piper and Bagga (2022). We
manually annotate all features (minus the honeypot)
using 10 random passages each (for a total of 150
passages).

Replication. We run 15 iterations on a 50%
subset of the validation data.

Honeypot. We measure the frequency of a sin-
gle feature that should never be the right answer
(see Table 1) to assess the extent to which our best
model may be randomly guessing.

Human Annotation. We employed a group of
three student coders who have prior training in text
annotation and who were presented the identical
prompts as our models’ received. To assess agree-
ment among annotators, we report Fleiss’ Kappa
and the percentage of annotations that resulted in
universal agreement.

To assess model accuracy, we report F1 under
two conditions: majority vote and minimum match,
where we use as reference any human answer that
matches the LLM’s output regardless of whether
it is in the minority. We find upon inspection that
given the subjectivity of the ordinal scale that if
one trained human annotator approved of a rating
then this could reasonably be considered valid.

4 Results

4.1 Validation

Replication. We find that replication occurs in
96.5% of all cases for our best model.

Honeypot. The honeypot answer was labeled 0
(not present) in 100% of cases in our best model.

“https://huggingface.co/sbagga/llama3-
narrative. Model outputs on the annotated data:
https://doi.org/10.6084/m9.figshare.26764231.v1
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Figure 2: Distribution of majority labels in our anno-
tated data.

Inter-Annotator Agreement. We observe only
“fair” levels of agreement between annotators, with
a Fleiss’s kappa = 0.38 and a universal agreement
rate of 43%. We do not observe any dependence be-
tween the passage’s narrativity score and agreement
(i.e. higher narrativity does not produce greater
agreement). The distribution of labels is shown in
Figure 2.

Model Performance. As we can see in Table 2,
GPT-4 was our best performing model, while the
fine-tuned Llama3 model using GPT-4 annotated
training data achieved proximate performance.

LLM Majority | MinMatch
GPT4 0.79 0.95
Llama3 8B FT 0.76 0.93
Mixtral 8x7B FT 0.74 0.90
Mixtral 8x7B 0.72 0.87
Llama3 8B 0.51 0.72
Mistral 7B 0.28 0.45

Table 2: Summary of weighted-average F1 scores by
model under two reference conditions: majority labels
and minimum match where the model matched at least
one annotator.

In Table 3, we present the F1 score per feature
for our two best models along with the fraction of
universal annotator agreement for that feature. As
we can see there is considerable variance among
tasks when it comes to matching the majority vote,
but high performance across the board if we in-
clude minority annotations. We find that annotator
agreement correlates strongly (r=0.64) with model
performance suggesting that the lower performance
can be partially attributed to the uncertainty faced
by annotators, also supported by the relatively high
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minority matching scenario across the board.

Feature Majority | Minmatch | 3Agreement
Dialogue 1.0 1.0 0.8
Event Sequences 1.0 1.0 0.5
Emotionality 1.0 1.0 0.5
Anachrony 1.0 1.0 0.7
Pastness 0.95 0.95 0.7
Presentness 0.94 1.0 0.1
Location 0.90 1.0 0.6
Symbolism 0.74 0.83 0.6
Temporal Spec. 0.73 1.0 0.3
Abstraction 0.67 1.0 0.3
Perception 0.64 1.0 0.4
Agents 0.61 0.88 0.6
Eventfulness 0.58 0.85 0.2
Conflict 0.51 0.72 0.2
Concreteness 0.42 0.89 0.0

Table 3: F1 scores by feature for the majority and mi-
nority labeling conditions, including the fraction of ex-
amples that exhibited universal agreement among anno-
tators.

4.2 Full Data

We present the results of our full prompting ex-
periment in Figure 3 and Figure 4 with respect to
our best model. In Figure 3, we query each fea-
ture in Table 1 for all narrative passages in our
data for a total of 3,008 queries. The figure shows
the mean strength score for each feature for all
passages. Confidence intervals are calculated by
multiplying the standard error for each feature by
the z-score for that feature. While Figure 3 only
shows results from our best model, we find that our
fine-tuned open-source models are strongly corre-
lated with these results as would be expected given
our approach of using model distillation for the
fine-tuning (as seen in Table 4).

In Figure 4, we show the results of a classifi-
cation experiment to identify the most distinctive
features for predicting narrative passages. Where
Figure 3 shows the most common features associ-
ated with narrative communication, Figure 4 identi-
fies those features which most distinguish narrative
communication from non-narrative. In this exper-
iment, we query each feature in Table 1 for all
narrative and non-narrative passages in our data for
a total of 342 passages and 5,318 queries. We use
a Random Forests classifier with a 75/25 train/test
split, which achieves an F1 = 0.95. Figure 4 shows
the ranked feature weights for the model.

5 Discussion

The results of our experiments provide valuable in-
formation for assessing the discursive priorities of
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Figure 3: The most common features of narrative pas-
sages using our best model (GPT-4).
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Figure 4: Feature weights for predicting narrative pas-
sages. Positive values equal positive predictors and vice
versa.

narrative communication. Most notably, they offer
further confirmation of the findings of earlier empir-
ical work towards the “deictic theory” of narrative
communication (Piper and Bagga, 2022). Accord-
ing to this theory, the principal function of narrative
is to focus our attention on the experience of indi-
vidual agents at a distance, in both time and space.
Narrative has a pointing function (i.e. deixis) that
furthers goals of social cooperation by creating a
framework of ”joint attentionality,” which cogni-
tive scientists argue is the foundation of developing
shared intentions (Tomasello, 2010).

This theory is supported by the prioritization of
agents as well as the act pf perception (“‘seeing the
world through the eyes and bodies of the charac-
ters”), both of which contribute to the dimension
of focalization, of drawing our attention to the par-
ticular experiences of individuals. As Fludernik
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Model Name p
Llama3 8B FT | 0.97
Mixtral 8x7B FT | 0.98
Mixtral 8x7B 0.94
Llama3 8B 0.72
Mistral 7B 0.14

Table 4: Spearman’s rank correlation (p) for the open-
source LLMs with GPT4 feature ranks.

(2002) has argued, “There can be narratives with-
out plot, but there cannot be any narratives without
a human (anthropomorphic) experiencer of some
sort.” Interestingly, where prior work had identified
perception as a very weak predictor of narrative,
the use of LLMs suggests that it plays a much more
central role than formerly theorized.

Concretization and pastness similarly work to-
gether to construct a distant reality in both time
and space. Building a concrete world that one can
see and feel is crucial towards constructing that
sense of joint attention. The preference for setting
these actions in the past tense also helps focalize
attention on the “not now.” We can see how differ-
ent discourse features work towards pushing and
pulling the mind of the story reader or listener to-
wards somewhere else and away from the present
(also crucial for autobiographical narrative where
we construct a different self).

In the opposite direction, we see how aspects
like abstraction, symbolism, and anachrony are the
least associated with narrative discourse, but only
abstraction plays a role in discriminating narrativity.
When it comes to storytelling, figurative language
plays a much more subordinate role to concrete and
sensory-based language. The prior emphasis on
narrative disorder (anachrony) by Genette (1980)
appears overstated when looking at a broader sam-
ple of text types when compared to deictic tech-
niques of pastness, concretization, and perception.

Of further note is the way the discrimination
experiment foregrounds one notable difference be-
tween the features’ ranks. Where “conflict” has
long been theorized as a common feature of nar-
rative (Bruner, 1991), our classification exercise
suggests that it is also present within non-narrative
communication. In other words, human commu-
nication in general, at least as represented by the
18 genres in our data, appears to gravitate towards
the discussion of conflict rather than this being a
unique quality of narrative.



This is yet another way that LLMs have ex-
panded our understanding of narrative communi-
cation: as Piper and Bagga (2022) indicate they
struggled to model narrative conflict prior to LLMs.
Thus its relative importance has remained largely
theoretical. That being said, we also note that it
indicates one of the lowest levels of agreement
with our human annotators and also exhibited very
low levels among our annotators. “Conflict” clearly
remains a challenging narrative construct worth fur-
ther study, especially given the importance ascribed
to it by narrative theory.

Finally, we note the way in which our classifica-
tion experiment did not result in a strong clustering
of any one of our higher-level classes (POV, setting,
time) within the feature ranks. Rather, it appears to
be the case that one of the distinguishing features of
narrative communication is a reliance on multiple
dimensions of discourse (i.e. an intermixing of all
three of Genette’s linking functions). We observe
for example that just under 90% of all narrative
passages utilize at least one feature from each of
our three classes (POV, setting, time), while non-
narrative passages do this just 25% of the time.
Narratives are 3.5x more likely to utilize all three
types of discourse suggesting both the importance
of each class to narrative communication and the
importance of multi-dimensionality, i.e. that the
mixture of discourse types is essential for narrative
communication.

6 Conclusion

In this paper, we have endeavored to frame the con-
cept of narrative discourse as a multi-dimensional
aspect of narrative communication. Drawing on the
long-established theoretical frameworks of Genette
(1980) and Herman (2009), narrative discourse at
its highest level consists of three key linking func-
tions that include time, space, and perspective (or
tense, mood, voice in Genette’s original terminol-
ogy, see Fig. 1). Time links story events with the
order in which they are told; setting links story
events with narrative perspective (of what we see
and feel); and perspective or voice links narrative
perspective with narrative structure (characters, di-
alogue, emotions and other techniques of focaliza-
tion).

Given the features that we test here, our mod-
els provide strong confirmation of prior work em-
phasizing storytelling’s function as a mechanism
of developing “joint attentionality” between story-
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tellers and audiences (Tomasello, 2010; Piper and
Bagga, 2022). Additionally, the use of LLMs allow
us to capture features that previous methods strug-
gled to represent, revising some prior theory and
expanding our understanding of narrative discourse
more fully. We also provide novel insights into
the multi-dimensional nature of narrative commu-
nication, i.e. the way it utilizes all three-linking
functions to focus our attention on some distant
world.

Our work thus suggests that frontier-model
LLMs like GPT-4 can be valuable tools for the
detection of elementary components of narrative
discourse, especially in cases where we lack ro-
bust training data for more supervised approaches.
Whether as stand-alone applications or as fine-
tuning resources for open-weight models, LLMs
like GPT-4 indicate reasonable levels of accuracy
across a variety of different tasks related to narra-
tive discourse understanding.

Nevertheless, we also observe variable levels
of accuracy of our models with respect to differ-
ent dimensions of narrative discourse. As we note
above, much of this appears to be due to annotator
disagreement, indicating the subjectivity or ambi-
guity of the task. Future work will want to delve
more deeply into this issue of ambiguity around
concepts like “conflict,” “eventfulness,” or “con-
creteness,” to better understand model limitations
and the variance of human responses. For now, we
note that with loosened matching criteria models
approximate at least some readers’ judgments very
well.

Based on these experiments, we see LLMs as a
valuable addition to the existing tools available for
the larger project of computational narrative under-
standing. Our work provides an initial implemen-
tation of the theoretical framework underpinning
narrative discourse. Our hope is that future work
will continue to expand and revise this approach
to achieve deeper understanding of the nature and
function of human storytelling.

Acknowledgments

We wish to thank the Social Sciences and Human-
ities Research Council of Canada for funding to
support this research.

Limitations

One of the principal limitations facing our work is
the unbounded nature of narrative discourse as a



theoretical construct. While we test and validate fif-
teen constructs that derive from three higher-level
categories (time, setting, point-of-view), there may
be facets to narrative discourse that are missing
from our model. Future work will want to continue
to test, expand, and refine the range of narrative
dimensions related to narrative discourse.

Second, the use of proprietary LLMs like GPT-4
pose problems with respect to replicability. While
we show the same model produces near identical
outputs on multiple runs, there is no guarantee that
this will be the case with future iterations of the
model. Open-weight models thus provide a valu-
able resource for benchmarking and replicability.

Finally, our work is limited by the need for fur-
ther cultural breadth in our measurement and val-
idation of narrative discourse. Narrative commu-
nication is universally present across all recorded
time periods and human cultures, suggesting poten-
tial cross-cultural consistency when it comes to the
nature of the features of narrative discourse. Never-
theless, our validation of narrative features and our
models’ ability to approximate them are limited by
the culturally specific knolwedge of our annotators
and authors. Future work will want to explore the
variation not only in the rates of narrative features
but also the validity of the features themselves for
narrative understanding.
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