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Abstract

This paper presents a Transformer-based Neu-
ral Machine Translation (NMT) system devel-
oped by the Centre for Natural Language Pro-
cessing and the Department of Computer Sci-
ence and Engineering at the National Institute
of Technology Silchar, India (NITS-CNLP) for
the Multilndic22MT 2024 Shared Task. The
system focused on the English-Manipuri lan-
guage pair for the WMT24 shared task. The
proposed WMT system shows a BLEU score of
6.4, a chrF score of 28.6, and a chrF++ score of
26.6 on the public test set Indic-Conv dataset.
Further, in the public test set Indic-Gen dataset,
itachieved a BLEU score of 8.1, a chrF score of
32.1, and a chrF++ score 0f 29.4 on the English-
to-Manipuri translation.

1 Introduction

The Centre for Natural Language Processing and
the Department of Computer Science and Engi-
neering at the National Institute of Technology
Silchar, India (NITS-CNLP) participated in The
Multilndic22MT 2024 Shared Task (Dabre and
Kunchukuttan, 2024) for English-Manipuri lan-
guage pair in the WMT2024 shared task. The
shared task involves developing Machine Trans-
lation (MT) for English and 22 Indic Languages
(Assamese, Bengali, Bodo, Dogri, Konkani, Gu-
jarati, Hindi, Kannada, Kashmiri (Arabic script),
Maithili, Malayalam, Marathi, Manipuri (Meitei
script), Nepali, Oriya, Punjabi, Sanskrit, Santali,
Sindhi (Devanagari script), Tamil, Telugu, Urdu).

In recent years, there has been growing inter-
est in developing effective machine translation sys-
tems for Manipuri (Singh et al., 2023a) (Singh and
Singh, 2020) (Singh and Singh, 2022b) (Singh et al.,
2023b), which is a language with a complex linguis-
tic structure (Singh and Bandyopadhyay, 2010) and
limited bitext. Various approaches have been ex-
plored to create models that can accurately translate
between Manipuri and other languages(Singh and

Singh, 2022a). These efforts include the develop-
ment of translation models that handle different
scripts, such as Bengali and Meitei Mayek, and
the integration of linguistic (Singh and Bandyopad-
hyay, 2005) (Singh and Bandyopadhyay, 2010) and
that are essential for producing high-quality trans-
lations.

1.1 Brief Description of Manipuri language

The Manipuri language can be written in: Bengali
and Meitei Mayek. It is one of the 22 official lan-
guages of India included in the 8" schedule of the
Indian constitution. Historically, computational
linguistics research and translation efforts for Ma-
nipuri have predominantly focused on the Bengali
script, due to its extensive availability of digital
resources.

Most English-to-Manipuri translation models
and linguistic resources have been developed using
the Bengali script. Numerous projects have cre-
ated bitext and bilingual dictionaries in this script,
significantly advancing machine translation for Ma-
nipuri.

In contrast, the Meitei Mayek script, which holds
cultural and historical significance for the Manipuri
people, has not received similar attention. Although
recent years have seen a revival of the Meitei Mayek
script, highlighting the need for computational re-
sources and tools to support its use in modern digital
contexts, it still faces challenges due to the limited
availability of textual data and digital resources.

Efforts to address this gap include digitizing an-
cient manuscripts and developing new textual re-
sources in Meitei Mayek.

2  Our Approaches

2.1 Dataset and Preprocessing

The training dataset (Gala et al., 2023) provided
by the WMT Shared Task 2024 consists of 42,740
bitext. After incorporating additional data from the

797

Proceedings of the Ninth Conference on Machine Translation, pages 797-803
November 15-16, 2024 ©2024 Association for Computational Linguistics



Language Sentence Word
English-Training 63506 1093014
Manipuri-Training 63506 894411
English-Validation 997 30772
Manipuri-Validation 997 31799
English-Testing ony 1502 14849
Manipuri-Testing ¢ony 1502 12621
English-Testing g¢, 1023 25347
Manipuri-Testing g, 1023 23421

Table 1: This table presents the BLEU, chrF, and chrF++
scores for the English-to-Manipuri machine translation
system.

Ministry of Electronics and Information Technol-
ogy (MeitY), we ensure that the dataset is properly
aligned to each other to confirm that it consists of
bitext, along with removing duplicates and noise.
As a result, we obtain a clean training dataset of
63,506 bitext. The validation dataset, also provided
by the WMT Shared Task 2024, contains 997 bi-
text. For testing, we use the test set from the WMT
Shared Task 2024, which includes the Indic-Conv
and Indic-Gen datasets, comprising 1,502 and 1,023
bitext, respectively.

2.2 Hyperparameter

2.2.1 Sentencepiece Model

We train a model (MTsp) system based on a basic
Transformer architecture (Vaswani et al., 2017),
utilizing the OpenNMT toolkit (Klein et al., 2017)".
In this model, we employ the SentencePiece (Kudo,
2018)? tokenization technique with a vocabulary
size of 8,000 for both English and Manipuri. The
model consists of 6 encoder and 6 decoder layers,
each with 8 attention heads. The MTy, system is
trained for 200,000 steps, with validation conducted
every 5,000 steps, and model checkpoints saved at
5,000-step intervals.

It utilizes a bucket size of 262,144 and a batch
size of 2048, along with 8,000 warmup steps. Op-
timization is performed using the Adam optimizer
(Kingma and Ba, 2014). The (MTsp) is trained with
a feed-forward layer size of 2048, a hidden size of
512, and a label smoothing of 0.1.

2.2.2 Proposed Subword Model

Our proposed model (WMT240p0504) 1s also a
transformer model trained using the OpenNMT
toolkit. For tokenization, we employ the Byte Pair

"https://github.com/OpenNMT/OpenNMT
Zhttps://github.com/google/sentencepiece

Encoding (BPE) method (Sennrich et al., 2016)?
with the same vocab size 8000 for English and Ma-
nipuri. The proposed model shares the same hy-
perparameters as the (MTs,), including training for
200,000 steps, with validation every 5,000 steps,
and model checkpoints saved at 5,000-step inter-
vals. It also uses the same bucket size of 262,144
and a batch size of 2048.

Both the (MTsp) and (WMT24,5p0sed) models
are configured with 8 attention heads, 6 encoder lay-
ers, 6 decoder layers, and a learning rate of 2, along
with an attention dropout rate of 0.1. Optimization
is performed using the Adam optimizer (Kingma
and Ba, 2014), and the models share identical hy-
perparameters, including a feed-forward layer size
0f 2048, a hidden size of 512, and label smoothing
of 0.1.

We train both the WMT24,,;0sed and M T, mod-
els using the complete set of 63,506 sentence pairs,
which includes data from both the WMT Shared
Task data and additional data provided by MeitY.
We utilize the same validation sentences, and the
testing data remains unchanged.

The performance of each model is evaluated us-
ing BLEU (Papineni et al., 2002), chrF (Popovi¢,
2015), and chrF++ (Popovi¢, 2017) metrics, uti-
lizing the sacreBLEU tool (Post, 2018)4 for score
evaluation.

3 Results and Discussion

In this section, we discuss the experimental re-
sults and performance of the models. The re-
ported BLEU, chrF, and chrF++ scores are cal-
culated based on the de-tokenized text. The
scores of the systems are given in Table 2. The
English-to-Manipuri translation WMT24,,;5p0sed
model achieves a BLEU score of 6.4, a chrF score of
28.6, and a chrF++ score of 26.6 on the Indic-Conv
dataset. In contrast, the MTj, achieves a BLEU
score of 5.1, a chrF score of 30.9, and a chrF++
score of 27.1 on the same dataset.

For the Indic-Gen dataset, the WMT24,,5p05ed
achieves a BLEU score of 8.1, a chrF score of
32.1, and a chrF++ score of 29.4, while the MTs),
achieves a BLEU score of 6.8, a chrF score of 32.8,
and a chrF++ score of 28.7. These results highlight
the superior performance of the WMT24 ,qp05cd
compared to the MTy, model across all evaluation
metrics.

3https://github.com/rsennrich/subword-nmt
*https://github.com/mjpost/sacrebleu
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MT systems Test Set BLEU chrF chrF++
WMT24 ,roposed  CONV 6.4 28.6  26.6
MTs, conv 5.1 30.9 27.1
WMT24 ,roposed g€N 8.1 321 294
MTy, gen 6.8 32.8 287

Table 2: This table presents the BLEU, chrF, and chrF++ scores for the English-to-Manipuri machine translation

system.

3.1 Qualitative Analysis

In the table 3, sample 1, the word #3%2°M, meaning
“tomorrow” is correctly translated in both models.
The word “movie” has been translated to a more
beautiful word in both translations as il HF7,
which we call movies in the early period, while in
the reference, it is translated as cinema, which is not
so accurate. While “Mom” has been translated as
7°F in the reference but it is transliterated in MTj,
FF. In the second sample, the phrase “school and
I”” is accurately translated; the reference u mN
is correctly represented in the output as e MmN,
but the overall meaning of the sentence is not con-
veyed as the reference text is “not to go” while
both translations have translated it as “go”. In the
third sample, the word “holiday” is translated prop-
erly, with the reference being (Q3fCT°ll, here both
models show a better translation than the reference
text. In the fourth sample, the phrase “14 April
right” is accurately translated as TYRE'TI 9, but
in the WMT24,5p05ed, the word o.t.p . 5o mf
has been included, which changes the overall mean-
ing. In the fifth sample, the name “Lelina” is cor-
rectly translated as g°efT in the WMT240p0sed>
but the meaning of the sentence cannot be con-
veyed as the phrase “thank you” has not been trans-
lated. The word “thank you™ has been translated
in the MTsg,. Still, the name “Lelina” is not trans-
lated. In the sixth sample, “Ambedkar Jayanti” is
correctly translated as TFZ°HHA TRTHf in the
WMT24,0p0sed model; however, the adequacy is
hampered by the missing translation of “tomorrow”
in the output, and the fluency is also affected by the
ill-formed sentence structure. Meanwhile, in the
MT;, model, the word “Jayanti” is missing. In sam-
ple 7, the word “municipal” @Uf(")f)‘ﬂ?‘l has been
translated in both models, while MTy, performs
better. Some keywords have been translated like
the “senior citizen” MfCIRE MFfeEOfWT. In
sample 8, the word “motorcycle” TareEfeofmmf
is included in the WMT24,,:5p05ed, Which is an extra
word.

In the table 4, sample 1, the words ‘“shoes,”
“clothes,” “tie,” “jewelry,” “hairstyle,” “make-up,”
“watch,” “cosmetics,” and “perfume” have been
translated in both models. In the second sample,
“dry” is translated as THT and “stone” as CIg;
in both samples, the overall meaning is conveyed.
In sample 3, “chilli powder” Xfef REDT has been
translated correctly. In sample 4, the phrase “metro
station” has been translated correctly in both mod-
els, but in this case, the MTs, model performs bet-
ter. In the sample 5, the word “Xeres” has not been
translated, and the overall meaning of the sentence
cannot be conveyed. In the last sample, while the
output contains some keywords from the reference,
it fails to translate the overall meaning of the sen-
tence.

Four native speakers assessed the adequacy and
fluency of the translations. The overall output of the
sample has been shown in the figure 1. This eval-
uation indicates the quality of the sample outputs,
reflecting how fluent and adequate the translations
are in conveying the intended meaning.

99 ¢
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1

Figure 1: Adequacy and Fluency for the output samples

4 Conclusion

We develop and evaluate two Transformer-based
machine translation (MT) systems tested on two
different datasets (Indic-Conv and Indic-Gen) for
translating English to Manipuri. One system
(MTs;,) utilizes the OpenNMT toolkit with Senten-
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Result

Samples for Indic22-Conv test dataset

Source 1:
Reference 1:
WMT24pr0posed 1:
MT;, 1:

Mom, let’s go for a movie tomorrow.

Sk, AR°M OFC K Tk R°MT R$TO°ll

7°F TOf ZROMf Rkl EF? TRTPSRIT M TS I
R, 7R°M KKl EF7A T R4l

Source 2:
Reference 2:
WMT24p0posea 2:

I don’t have to go to school.
T QET XTSI
TT OmET HI BRf

MTj;, 2: T omI 4%l |

Source 3: It is a holiday.

Reference 3: myfeel

WMT24proposea 32 FOF 0958F WRTTII

MT,p 3: ROf 5f TRf4TEII

Source 4: Oh, tomorrow is the 14th of April right?
Reference 4: T, AR°M° THRATIMTf 98 THERE ?
WMT24p 0p0sea 40 W58 M. WOOF WHMETT SFCTF|
MT,;, 4: @, ARWMMf THRAEFI 9@ THfTf
Source 5: Thank you, Lelina.

Reference 5: Imsraf, eefCl

WMT24p0posed 52 AT MFETES, ©CfTC 253133
MT,, 5: TECHE TTRET

Source 6: It is Ambedkar Jayanti tomorrow!
Reference 6: 7RM T STHA ¢R°Tyf T°!
WMT24y0p0sed 6: O TR SHE TRT!

MTs, 6: ROf 7RW5f THE RIS

Source 7: Even the municipal corporation people also worked round the clock so that they can

Reference 7:

WMT24,r0posea 7

MTy, 7:

get the electricity back on time as there were kids and senior citizens present who were
facing a lot of difficulties.

TATOT TROT TAT THETOIM TNF RFC RSSPINTRT TIT RF XTT
K TR CMATTE RRCIONMI w2 mTrf kfoOPm kF MMFCKITS® S
Onf

RRCIONMT EPEMCEMTT MR KITSOIIM NI ERE 3T ’OF
SOOI, TPST T FEFRS RRT REF THHRC RRoSs TS &SI 5
Tk Lmrfl

ERTIONME  EPECE 0T KIRFT TNE R Tk HFOTAFS TR
AOSCIMN IFTE HST THR ST B Rf, ROFT REF TS5T FOMTS MFTC!
TROD OfTIRE OFSfTEOfIT RRCIRRT BR Th TITEFS Rl

Source 8:

Reference 8:

WMT24pr0posed 8:

MT;), 8:

There are a lot of organisations here which are catering help to the people, in terms of
groceries, medical facilties and medicines and all the necessary items as and when it
is needed.

XTT ST, TC SHR MM, "5l KT TROD A ST SOSTOfT TROD KL
B MO TROD KBF RT OMITE KL BT S MMFCKRITH] RBPI5R
RFQES Ryl IS WIS EW52 T T I

REF ToOfst KRTs @R TR <, RS Taxf  reeoefofm,
RREOSEIOIIM, TEPIOIT, TU-—cRIOOiD, ARl —cOSTEd T3
TREZTOF THROD KL BT RKPFRSCT I

meeeyfofmmf kfSFsR k3D MOEE DR BmR Iaf, M Xofl T kS
BT MCSCH naf MR TR AISTHES kL 8 ROFS

Table 3: Sample input and output of the English to Manipuri MT system on the Indic22-Conv test dataset.
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Result

Samples for Indic22-Gen test dataset

Source 1:

Reference 1:

WMT24,0posed 1:

An appearance is a bunch of attributes related to the service person, like their shoes,
clothes, tie, jewellery, hairstyle, make-up, watch, cosmetics, perfume, etc

OIEF 7530f TIM 38 K Tsr kef dCs st WILIN, EfgeT,
¥55, MU, OFTf RTH, E°F, &, HTT YK, IMEERFTFE RILT
HRTRCS

M°ER TOF RST RO, Ef, T, T, TN, HMITF, &, RO, OT,
SYTOM, RTF TOOPE, IREETHK, OTRIIIT ket T

MT,;, 1: TTT KT kef 2T 0aIfoofn, ks I, Efofm, zeoeef, 7°ehre,
WS, ION, IO TsT, THE TR T, T3, KCF CIOS, IEERFII
Source 2: Make this into powder with a dry grinder or in a stone pestle.

Reference 2:
WMT24pr0posed 2:

ROf ZES TESTRA TR TSPAT COM TR REDT 33T
RO THT RIDOD TRR TEPLT TIT RX4%TT REDE EROFIS

MT, 2: RO THT REF T4PET U T HATIITRICS |

Source 3: The use of chilli powder in this region is done cautiously.
Reference 3: REF TOfS RPA°Ir TOT Ofcfets Tof xemrofet 35|
WMT24pr0posed 30 CREF TOFR Rfef REDT TOf @T |

MT,,Output3:  TH&F TOMR XIFEf REDIOID OfcfeTs Tof RFC Sm.Of |
Source 4: The nearest Delhi Metro station is Arjan Garh, on the Yellow Line.

Reference 4:
WMT24r0posed 4:
MT;, 4:

SOSSUE TIMIK FRePE? SO MTs R°T° ST o8 TATT AT
SOSSUE TIMIK FRe¥E® 0P 0T TOf R°e? eft ST ¢ |
ROSET TIMK sl ReRg® OF° 0T TOf R°e? TRTH I8 TATT maTfl

Source 5:
Reference 5:
WMT24pr0posed S:
MTsy, 5:

After him, came Xerxes II for a short while.

RATHES kPO kPF RET, THT camrofm 77 Smnfl
RATHES kPO CTRIT X 1] TH THTT KPFR Il
RATHES kPO, RATT RF R T TST X1 ERfI

Source 6:

Reference 6:

WMT2 4pr0p0sed 6 H

MT;,Output 6:

In Karaikal liquor is cheaper than in the neighbouring Tamil Nadu, there are quite a
few decent bars in Karaikal - the Niagra bar in the Nanda hotel, the Thunder bar in the
Paris International, the City bar - a very famous one in the town, and The Sea Gulls
Restaurant owned by the government of Pondicherry which is at the sea shore and is
good to hang out in the evenings.

EESHEIR 3 TOf RFLTT Bk UHsunf 7°CC AILOf, B SEIR K KIR
RfI T°FF TST 38 B3R T & —— TTHR AF°IR & UsTg 38— mearfo
STPFTMTIN N FTTHE IE— °FE KX THRR RFC KRD Rm Ofysf
T ICTHRACA I MSHAT R T5SF 5 0Of Y0 A MBE Ty TOf ORRS
TS & TRON RO TRIRD NSEFT! KPES REFC COST K OMCEFTT I
HESHT TEPAT RESTTATE PR Ut 08 HASHIR R 5°TT Of4IT
35— RRS TOf WATR 7237, TASAT, Fns d8 BITI ne o8 TIRmeE
eyfmf & ThRef ROf WRFIMK M7e TOfs &8 T3 a3 TI38 ToOf RET
R RSTF Il RRSGOE MY TROD ORRA RETR THRET

EIEC TOP RUTHR KR M°MT B, BRI TS, BRI xS M Ter,
ROf T°TIRT RCT TROD AN IMEPT I E Mfcfet — RFONAE SO,
TORIM, YFOFIS, TRMF TATS M TTS TS X° X RkSRF T OMRT

Table 4: Sample Input and Output of the English to Manipuri MT System on the Indic22-Gen test dataset.

cepiece tokenization for tokenization, while the pro-
posed model (WMT24,,5p05ed) €mploys the Open-
NMT toolkit with Byte Pair Encoding (BPE). Both
models are trained on a comprehensive dataset that

includes data from WMT24 and MeitY.

The model is optimized with the Adam optimizer
and is evaluated using BLEU, chrF, and chrF++
metrics. Additionally, the translations are assessed
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for both adequacy and fluency. The models suc-
cessfully convey the overall meaning of the source
sentences, but they often lack fluency, producing
disjointed or grammatically incorrect outputs.
Overall, the WMT24,;5p05e4 produces transla-
tions that are more syntactically correct, contex-
tually appropriate, and idiomatically fluent, while
MT;), offers more direct, simpler translations that
sometimes lose nuance or complex structure.

Limitations

The proposed (WMT245p0sed) model translation
conveys the main ideas of the reference sentence,
despite certain errors and structural challenges. It
captures some aspects of the overall meaning of the
reference sentences. In the case of longer sentences,
there is a large amount of adequacy. However,
the fluency of these translations deteriorates as the
length of the input sentences increases.
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