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Abstract

In the context of the Indic Low Resource Ma-
chine Translation (MT) challenge at WMT-
24 ((Pakray et al., 2024)), we participated in
four language pairs: English-Assamese (en-as),
English-Mizo (en-mz), English-Khasi (en-kh),
and English-Manipuri (en-mn). To address
these tasks, we employed a transformer-based
sequence-to-sequence architecture (Vaswani
etal., 2017). In the PRIMARY system, which
did not utilize external data, we first pretrained
language models (low resource languages) us-
ing available monolingual data before finetun-
ing them on small parallel datasets for transla-
tion. For the CONTRASTIVE submission ap-
proach, we utilized pretrained translation mod-
els like Indic Trans2 (Gala et al., 2023) and
applied LoRA Fine-tuning (Hu et al., 2021)
to adapt them to smaller, low-resource lan-
guages, aiming to leverage cross-lingual lan-
guage transfer capabilities (CONNEAU and
Lample, 2019). These approaches resulted
in significant improvements in SacreBLEU
scores(Post, 2018) for low-resource languages.

1 Introduction

With increasing digital connectivity there is huge
demand for good translations systems for people
to access wide array of digital information in their
native local languages. This gives people flexibility
and ease of access. For any machine learning task,
the quality and quantity of data is of paramount
importance. There are multiple languages which
have either negligible or zero digital footprint. On
top of that presence of good quality parallel/ bitext
data is even more rare event.

Due to increased demand and intangible benefits
from translation systems there has been lot of re-
search in the field of machine translation. One such
area is the low resource machine translation system.
In the above statement "resource" refers to data re-
source. We are working on handling translations
for languages which have very less data available

(both monolingual and parallel).

Some major works for multilingual Machine
translation (approx 200*200 languages) is NLLB
(Costa-jussa et al., 2022). Here the authors use
Mixture of Experts (MoE) to train single large mul-
tilingual model capable of handling approx 200+
languages as source(src) and target(tgt) languages.
One of the objectives behind NLLB is handling low
resource languages.

The details of WMT23 Indic MT findings can
be found here (Pal et al., 2023). For our PRI-
MARY approach (no additional data apart from
what was shared), we pretrained language model
(using monolingual data). We explored 2 pretrain-
ing objectives namely Causal Language Modeling
(Radford et al., 2019) and denoising (Lewis et al.,
2020). Using these Pretrained Language Models as
initial model weights we finetuned for tranlstaion
task using available parallel corpus.

For the CONTRASTIVE submission approach,
we utilized pretrained translation models like Indic
Trans2 (Gala et al., 2023) and applied LoRA Fine-
tuning (Hu et al., 2021) to adapt them to smaller,
low-resource languages, aiming to leverage cross-
lingual language transfer capabilities (CONNEAU
and Lample, 2019).

2 Related Work

Our submissions use the concepts like transfer
learning, denoising pretraining (Lewis et al., 2020),
Causal Language Modeling (Radford et al., 2019).
We use denoising pretraining and causal language
modeling as pretraining tasks. Using transfer learn-
ing we use the pretrained model for new task like
translation. We use pretrained indic translation
model like Indic Trans2 (Gala et al., 2023) for
contrastive submission and adapted them to low
resource languages using LoRA Fine-tuning (Hu
et al., 2021). We aim to take advantage of cross-
lingual language transfer capabilities (CONNEAU
and Lample, 2019) and hence used IndicTrans2
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Monolingual Data  # lines

Assamese 2,624,715
Manipuri 2,144,897
Mizo 1,909,823
Khasi 182,737
Parallel Train Data # lines

English <-> Assamese 50,000
English <-> Manipuri 21,687
English <-> Mizo 50,000
English <-> Khasi 24,000

Table 1: Dataset Sizes shared as part of Indic MT Task

machine translation model.

3 System Description

We have submitted in 2 categories i) PRIMARY ii)
CONTRASTIVE

3.1 PRIMARY System

For PRIMARY System we trained the model from
scratch using only the shared data as part of work-
shop. We trained separate model for each direction.

3.1.1 Tokenizer

First we need to train tokenizer for each english
<-> language pair (ie:- one of Assamese, Ma-
nipuri, Mizo, Khasi). We use sentence piece' to-
kenizer library to train joint dictionary (combined
vocab) for each of english <-> (Assamese, Ma-
nipuri, Mizo, Khasi) language pairs. We use mono
data(each from as,mn,kh,mz languages) + almost
equal amount of english data to train sentence
piece tokenizer (subset choosen from Al4Bharat
Samanantaar dataset (Ramesh et al., 2022)).

3.1.2 Pretraining

We Pretrain the model using monolingual data. We
explored 2 subtasks for the same

1. Causal Language Modeling (Radford et al.,
2019) - Here we train decoder only model
for causal language modeling ie:- predicting
the next word using context words. The pre-
trained decoder from this task is utilized to ini-
tialize the decoder component of our seq2seq
architecture employed for the translation task.

2. Denoising Task (Lewis et al., 2020) - We inte-
grate a seq2seq transformer model that takes
a noisy version of the input (such as perturbed

"https://github.com/google/sentencepiece

mono data, added tokens, or shuffled data)
and expects the output from the decoder to be
the original, unperturbed input. By utilizing
this denoising objective task, we aim for the
model to understand language patterns and
structures. The pretrained model from this
task can be used for translation task.

Both of the above pretraining tasks are explored
independently and we used each tasks pretrained
checkpoints for finetuning separately.

3.1.3 Finetuning

Using the pretrained checkpoint we finetune the
models for translation task (with small amount of
parallel data). Pretraining helps the model to un-
derstand the language nuances and leads to faster
converging of models for translation tasks.

3.2 CONTRASTIVE System

For CONTRASTIVE Submission (where external
data etc is allowed). We use translation model of
other languages eg:- IndicTrans2 (Gala et al., 2023).
As the 4 low resource languages ie:- Mizo, Ma-
nipuri, Khasi and Assamese are near to Indic Lan-
guages supported by (Gala et al., 2023) we believe
the the model will benefit from shared parameters,
vocabs and hence map Cross Lingual language ref-
erences (CONNEAU and Lample, 2019). We use
the same tokenizer as used by IndicTrans2 Model.

LoRA (Hu et al, 2021) adaptation is a
lightweight and resource-friendly technique for cus-
tomizing pretrained models. It involves adding
small adapter weights (to certain layers) alongside
the existing model weights. During training, the
original model weights remain unchanged while
only the adapter weights are updated. At test time,
the adapter weights and the original model weights
are combined to generate predictions. This ap-
proach allows for efficient customization without
requiring extensive modifications to the original
model. Since only a small number of parameters
are updated during training, the overall training
time is reduced. Additionally, this approach helps
mitigate the issue of catastrophic forgetting to some
degree.
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Parameter Value
encoder_layers 4
decoder_layers 4
attention_heads 8
embedding_dimension 512
ffn_embedding_dimension 4096

Table 2: PRIMARY Submission Model Architecture
details

Parameter Value
lora_rank 32
lora_alpha 32
lora_dropout 0.1
device_batch_size 16
device_grad_accumulation_steps 2
max_steps 100,000
eval_steps 5,000
patience 10

Table 3: CONTRASTIVE Submission Model details

4 Experiments

4.1 Implementation

4.1.1 PRIMARY Submission

For Primary submission we use fairseq” frame-
work for both pretraining and finetuning stage. The
model architecture details can be found in Table 2.
We experimented with lesser #encoder, #decoder
layers as compared to standard (6 encoder and 6
decoder layers) to reduce model complexity and
hence training time.

4.1.2 CONTRASTIVE Submission

For CONTRASTIVE submission we use Indic-
Trans2(Gala et al., 2023) and use huggingface peft
library for LoRA finetuning. The model details can
be found in Table 3

5 Results

The results as shared by conference committee are
attached below. PRIMARY submission results Ta-
ble 4 and CONTRASTIVE submission results in
Table 5.

We use SacreBLEU (Post, 2018) for validation
evaluation. The validation scores (development
set) reported during training for Primary system
are attached in Table 6

Zhttps://github.com/facebookresearch/fairseq

Direction | BLEU | TER RIBES | METEOR | ChrF
en -> as 1.32 101.83 7.1 7.44 22.15
en ->mn | 0 101.83 1.91 3.07 18.89
en ->mz | 0 102.98 | 3.61 6.20 16.46
en -> kh | 0.54 103.72 | 8.21 9.69 17.78

Table 4: PRIMARY Submission Scores on test suite

Direction | BLEU | TER RIBES | METEOR | ChrF
as -> en | 29.59 3492 | 35.05 74.09 64.88
mn -> en 18.89 53.05 | 29.17 59.43 57.1
mz -> en 11.27 64.94 | 20.26 47.84 44.82
kh ->en | 42 80.89 | 12.05 32.83 31.8

Table 5: CONTRASTIVE Submission Scores on test
suite

5.1 Learnings

Following are the learnings from our Experiments

1. Transfer Learning benefits translation task.
We saw it in PRIMARY submissions in which
language models are pretrained on denois-
ing/ causal language modeling(CLM) task and
then transferred for translation task. Espe-
cially its evident from initial bleu score and
loss. We saw denoising task led to faster con-
verging of models (lower initial loss) relative
to CLM task objective.

2. Languages that share a common linguistic an-
cestor or follow similar word order patterns
(such as SVO or SOV) can benefit from using
the same vocabulary and sharing parameters
during initialization. This allows for more ef-
ficient training and better performance across
related languages.

3. Using Translation for related language ben-
efits from cross lingual language refer-
ence.(Bleu scores of CONTRASTIVE sub-
mission)

4. LoRA finetuning is effective for adapting a
translation model to new low resource lan-
guage (lesser training time and resources).

Direction | SacreBLEU
en -> as | 8

en -=>mn | 169

en -> mz | 22.3

en => kh | 11.1

Table 6: PRIMARY Submission Scores on development
suite shared along with training data
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5.2 Conclusion

The adpatation of another language translation
model to similar but low resource language is ben-
efitted by sharing params, vocabs etc across lan-
guages (due to cross lingual language learning).
LoRA finetuning leds to quicker converging for
low resource languages (18-19 hours on A100 GPU
with 40GB of RAM).

We have described our submission to WMT2024
Indic Translation Task, leveraging various concepts
like Denoising task(Lewis et al., 2020), Cross Lin-
gual Transfer Learning(CONNEAU and Lample,
2019), IndicTrans2 Model(Gala et al., 2023), LoRA
adaptation(Hu et al., 2021) etc.

Limitations

1. Exploring impact of Iterative Backtransla-
tion(Hoang et al., 2018) benefits using inter-
mediate models in PRIMARY setting.

2. Exploring more pretraining task objectives for
PRIMARY System.

3. Exploring multi task learning impact for PRI-
MARY systems.

4. Exploring the difference in scores, training re-
sources for full precision finetuning vs LoORA
finetuning.
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