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Abstract

The repetition of words in an English sen-
tence can create a monotonous or awkward
impression. In such cases, repetition should
be avoided appropriately. To evaluate the per-
formance of machine translation (MT) sys-
tems in avoiding such repetition and outputting
more polished translations, we presented the
shared task of controlling the lexical choice
of MT systems. From Japanese-English par-
allel news articles, we collected several hun-
dred sentence pairs in which the source sen-
tences containing repeated words were trans-
lated in a style that avoided repetition. Partici-
pants were required to encourage the MT sys-
tem to output tokens in a non-repetitive man-
ner while maintaining translation quality. We
conducted human and automatic evaluations
of systems submitted by two teams based on
an encoder-decoder Transformer and a large
language model, respectively. From the exper-
imental results and analysis, we report a series
of findings on this task.

1 Introduction

The development of neural models has improved
the performance of machine translation (MT) sig-
nificantly (Sutskever et al., 2014; Bahdanau et al.,
2015; Vaswani et al., 2017). MT systems are now
used in a variety of real-world scenarios; however,
challenges remain for such systems that assist hu-
man writers. Specifically, the MT output must not
only be adequate and fluent but also follow the
writing style of the target domain. For example, it
is advisable for an application in the English news
domain to follow rules such as the use of active
rather than passive voice, the use of the affirmative
rather than the negative, and the avoidance of redun-
dant phrases (Block, 1994; Cappon, 2019; Papper,
2021). Among these writing style rules, we focus
on the rule regarding the repetition of words in the
English news domain. Generally, common words
repeated in a sentence can create a monotonous

KJa: FREE T ADVEEHEXPFILNAND A
FRE R MBI AT R EFER U T,
En(trans): ..., seven students scheduled to with-

drew their enrollment due to reasons such as the educa-

tional policy and enrolling in a private school.

En: ..., seven children dropped plans to enter the school,

with parents citing disagreements with its education pol-

icy, decisions to join private schools or other reasons,

Figure 1: Motivating example from a Japanese—English
parallel news article along with a consistent transla-
tion (“En(trans)”) for comparison. Repeated words and
their counterparts are highlighted. “ ” is intention-
ally removed (reduction), probably because it is contex-
tually obvious. In this paper, we distinguish this type
of removal from undertranslation. Additionally, “ A5
and “ A7 are translated differently as “join” and “en-
ter,” respectively (substitution).

or awkward impression, and in such cases, repeti-
tion should be avoided appropriately (Burstein and
Wolska, 2003). Typical workarounds are (1) the re-
moval of redundant terms, if possible (Strunk and
White, 1999) or (2) the use of alternative words,
such as synonyms, as substitutes.! In this paper,
we refer to translation techniques (1) and (2) as
reduction and substitution, respectively, and call
the translation style using these techniques a non-
repetitive style. Figure 1 shows an example of a
non-repetitive style translation from a Japanese—
English parallel news article. We observe that
human writers in the English news domain often
translate Japanese text with such reduction and sub-
stitution.” These translation techniques arise from
the difference between the styles of the source and

1ht’cps: //effectiviology.com/
writing-tips-from-the-elements-of-style/#Avoid_
repetition

2Other examples are listed in Appendix A.

715

Proceedings of the Ninth Conference on Machine Translation, pages 715-727
November 15-16, 2024 ©2024 Association for Computational Linguistics


https://effectiviology.com/writing-tips-from-the-elements-of-style/#Avoid_repetition
https://effectiviology.com/writing-tips-from-the-elements-of-style/#Avoid_repetition
https://effectiviology.com/writing-tips-from-the-elements-of-style/#Avoid_repetition

target languages; that is, an article in the source
language was originally produced by a writer who
attached importance to conveying content without
the reader misunderstanding it by using the same
expressions consistently, and then it was translated
into the target language by a writer who was encour-
aged to (or preferred to) translate it in a more di-
verse or concise way. The assumption in this task is
that sentences translated in a simple word-by-word
manner cannot be suited to the target domain. We
could thus associate these translation techniques
with a type of rewriting. Although this task focuses
on the news domain, the monotony or awkward-
ness arising from the repetition of words in English
is also a common problem in other domains.
Given this motivation, we presented a shared
task for non-repetitive translation. To configure
appropriate settings, we limited the task to one-to-
one or two-to-two translations. We hypothesized
that the closer the distance between repeated words,
the greater the need to translate using reduction or
substitution. Additionally, we targeted the repeti-
tion of common words because such words tend to
be substituted according to the findings of Guillou
(2013). We qualitatively categorized several pat-
terns of non-repetitive style translations, and then
collected several hundred instances in which some
words were repeated in the source sentence and
translated using reduction or substitution, which
we used as development and test data. In the re-
mainder of this paper, we first explain the research
background of this task (§2). Next, we describe the
task definition (§3), dataset we prepared (§4), eval-
uation methods (§5), and submitted systems (§6).
Finally, we present the results and some analysis

(87).
2 Related Work

Contrast with Consistent Translation In the
context of MT research, lexically consistent trans-
lation (in this paper, we also refer to this as repeti-
tive style translation) has been studied actively (Pu
et al., 2017; Kuang et al., 2018; Tu et al., 2018;
Lyu et al., 2021, 2022). A representative study is
the hypothesis of “one translation per discourse,”
which was advocated by Carpuat (2009). The mo-
tivation for these studies is the assumption that
translating text in a consistent style should be en-
couraged because this style is unambiguous and
accurate for readers. Moreover, from the viewpoint
of experimental evaluation, many researchers have

reported that BLEU scores improved as a result of
encouraging consistent translation (Lyu et al., 2021,
2022). However, it is debatable whether all words
should be translated consistently. Translation con-
sistency can depend on several factors, such as the
target domain, type of words, and translation direc-
tion (Guillou, 2013). For example, it is indisputable
that technical terms in the patent domain should
be translated consistently. By contrast, Guillou
(2013) reported that high-frequency verbs are of-
ten translated in diverse ways in English—French
translation. While improving document-level con-
sistency based on the postprocess approach, Zhang
et al. (2023) also mentioned the side effect of the
loss of translation diversity. From another point of
view, consistent translation has the risk of leading
to a robotic wording and giving a monotonous or
awkward impression to readers, as shown in Fig-
ure 1. By contrast, Cappon (2019) claimed that
excessive substitution may obscure the meaning
of the sentence. In monolingual writing, this phe-
nomenon is derided as the elegant variation.> To
summarize, there is a trade-off between ambiguity
and monotony. This task particularly focuses on the
latter aspect, which has not often been addressed in
previous studies. To the best of our knowledge, no
test sets exist for directly evaluating such a transla-
tion style.

Reduction and Substitution Although several
studies have been conducted related to non-
repetitive translation, the scope of our research is
different. First, several researchers have addressed
the problem of controlling the output length of MT
systems (Lakew et al., 2019; Schioppa et al., 2021).
Typically, special tokens representing the output
length at several discrete levels are inserted into
source sentences. Although this approach is as-
sociated with reduction, our task requires a more
meticulous omission of specific words in sentences.
Regarding substitutions, MT systems are some-
times required to select infrequent words from the
vocabulary. However, researchers have reported
that MT systems are biased toward outputting high-
frequency target words (Ott et al., 2018; Gu et al.,
2020) and tend to produce lexically poorer trans-
lations than humans (Vanmassenhove et al., 2019,
2021). Gu et al. (2020) designed the objective
function so that low-frequency target tokens were
more likely to be output. However, they conducted

3https://en.wikipedia.org/wiki/Elegant_
variation
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the experiment using regular corpora and did not
present a perspective on in what scenarios low-
frequency words should be output. By contrast, we
set up a more specific scenario.

This task is also related to research outside
of translation technique. Neural models have
the traditional problem of not outputting the end-
of-sequence token while generating the same to-
kens endlessly. To alleviate this problem, sev-
eral approaches including learning-based meth-
ods (Welleck et al., 2020) and decoding-based
methods (Keskar et al., 2019), have been proposed.
Although the goal is different, these studies are also
relevant to our task in the sense that word repetition
should be avoided.

3 Task Definition

Our task focused on lexical choice in MT, particu-
larly choice regarding repeated words in a source
sentence. The translation direction was Japanese
to English. Participants were required to control an
MT system using reduction or substitution so that it
did not output the same words for certain repeated
words in a source sentence. Simultaneously, partic-
ipants also needed to maintain translation quality
as much as possible.

The challenges underlying this task included the
following:

* Maintaining the balance between translation
quality and controlling the output: Transla-
tion quality can be degraded when the non-
repetitive style is enforced inappropriately.

* Avoiding bias toward high-frequency bilin-
gual word pairs: Generally, for a given source
word, high-frequency target words associated
with it are more likely to be output. This can
make it difficult to determine appropriate sub-
stitutions for some words.

* Predicting which words can be reduced or sub-
stituted: It is not easy to make an appropriate
prediction because it depends on the context
within the sentence.

* Mining training instances: Translations with
reduction can be particularly difficult to iden-
tify in noisy corpora because of the chal-
lenge of discriminating them from undertrans-
lations.

4 Dataset

We prepared the training, development, and test
data for this task. They were all sourced from
Japanese—English news articles published by Jiji
Press LTD., a Japanese news agency. We annotated
the development and test data for this task, whereas
the training data comprised a regular MT corpus.

4.1 Development and Test Data

We provided development and test sets for this task,
which we refer to as Jiji 2023 data and Jiji 2024
data, respectively. These data included 162 and
479 instances, respectively. The Jiji 2023 data were
originally built for the Non-Repetitive Translation
Task in WAT 2023 (Nakazawa et al., 2023). We
reviewed the data and filtered out some instances
this year. By contrast, the Jiji 2024 data were newly
created in this year. In both datasets, all Japanese
sentences contained some repeated words that were
translated into English with reduction or substitu-
tion. From Japanese—English news articles, we first
automatically created sentence pairs based on lexi-
cal similarities using the method of (Utiyama and
Isahara, 2007) and then manually selected appropri-
ate instances. To reduce the negative effects of im-
balanced content in the source and target sentences,
the Japanese sentences in the Jiji 2023 and 2024
data were manually translated from English by pro-
fessional translators while preserving as much of
the vocabulary of the original Japanese sentences
as possible. Both the released development and
test sets contained raw and tagged parallel data. In
the tagged data, we marked repeated words in the
source sentence and their counterparts in the tar-
get sentence with tags, which indicated that these
words were evaluation targets. Examples are shown
in Table 1. The respective attributes inside the tags
indicate the following:

id: This indicates the IDs of repeated words. In
the example, two tagged repeated words are
included, that is, “f%8E” (“id=0") and “# 5,
(“id=1"). The number of instances including
multiple tagged repeated words, such as this
example, are limited. Additionally, the num-
ber of types of repeated words in one instance
is one or two.

ref: This indicates the IDs of pairs of source words
and their counterparts, such as (“#4 /7 “mod-
els”) (i.e., “id=1" and “ref=0") and (“# "

“products”) (i.e., “id=1" and “ref=1").
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Ja <target id=1 ref=0 type=s>H fh<\target>, Effik& 7% 5
<target id=1 ref=1 type=s># i <\target>& HIFFHZ] LBRT W3,

HHE % ¥ o T BN

e

En functions

“Shipments have been robust for both low-priced <target id=1 ref=0 type=s>models<\target> with reduced
and expensive
<target id=1 ref=1 type=s>products<\target>,” a JEMA official said.

high-spec

Table 1: Examples of tagged instances in the development and test data. The tags are highlighted.

Split | # Parallel sentences
train 200K

dev 479

test 1851

Table 2: Statistics of the Jiji 2020 data. Note that “dev”
and “test” in the table are different from the Jiji 2023
and 2024 data.

type: This indicates whether tagged source words
are substituted (“s”) or reduced (“1”’).

Note that not all words repeated in the source sen-
tence were evaluation targets. This is because some
words, such as proper nouns and technical terms,
should be translated consistently, even if they were
repeated in the sentence. We provided the tagged
development data to help to tune the model dur-
ing training. However, participants could not use
the tagged test data when submitting the system
results. In this task, the systems had to detect re-
peated words that could be reduced or substituted
on their own.

4.2 Training Data

Regarding the training data, we provided
all the data from the WAT 2020 Newswire
tasks (Nakazawa et al., 2020), which were also
constructed from Jiji news articles and have been
continuously used in WAT since 2020 (Nakazawa
et al., 2020, 2021, 2022, 2023). For simplicity, we
refer to these data as Jiji 2020 data. The main files
in the Jiji 2020 data are shown in Table 2. These
data are a regular parallel corpus. They were not
annotated specifically for this task but were in ex-
actly the same domain as the Jiji 2023 and 2024
data. Although the development and test sets in the
Jiji 2020 data, which are described as “dev” and
“test” in Table 2, were not directly related to the
evaluation of this task, they could be used to mea-
sure basic translation performance during training.
Unfortunately, the number of parallel sentences in
the Jiji 2020 data was limited. Thus, we allowed
participants to use any other corpora for training.

5 [Evaluation

We conducted both human and automatic evalua-
tion. We based the main results of this task on the
human evaluation and prepared the automatic eval-
uation as secondary metrics. Again, the goal of this
task was to control an MT system to output trans-
lations in a non-repetitive style while maintaining
translation quality.

5.1 Human Evaluation

We evaluated system performance using the total
number of outputs that met both acceptable transla-
tion adequacy and appropriate lexical choice. Both
aspects were checked by three human translators,
who were assigned by the authors.

Translation Style Regarding the evaluation for
lexical choice, the human translators checked
whether the translations for the tagged source
words were correctly written in a non-repetitive
style. Whether untagged repeated words were trans-
lated in a repetitive or non-repetitive way did not
affect this evaluation. Moreover, the technique (i.e.,
reduction or substitution) did not have to be consis-
tent with that of the reference translation. In our
preliminary investigations, we qualitatively stud-
ied the lexical choices of several translators, and
observed cases in which one translator chose substi-
tution, and another chose reduction. Additionally,
the systems did not have to choose the same words
used in the reference, provided the meaning was
appropriate. The determination of substitution or
repetition was essentially based on the word stem.
For example, conversions between voice (e.g., “at-
tack” and “be attacked”), tense (e.g., “study” and
“studied”), and parts of speech (e.g., “problematic”
and “problem”) were not considered to be substitu-
tions. Conversions to idioms (e.g., “visit” and “pay
a visit”) were an exception and handled as substitu-
tions. This evaluation is not trivial. For example,
it is difficult to establish uniform guidelines for
determining the correctness of synonyms in substi-
tution and whether they are appropriate reductions
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The i-th source sentence

Do B, 21 THREL RSN, 11

The system output for the i-th source sentence

B g BEEE L, 14

7J$§J§J§(id72)qﬂ sLTun Be

Of them, 21 have been confirmed to have suffered damage, 11 have found it difficult to investigate;y_,), and 14 are

under investigationg—s).

The evaluation results for the i-th test instance

Translator #1 Translator #2

— "M” .............. = "C" .............. — “« ”

Style
(1) _ wm e (2) _ aen e (3) _ apn
ti,z ="C [i,z ="C [i,z C
Adequacy S( ) = g e S(Z) Qe S-(3) 4

Translator #3

......................... >

Majority vote

= “M”

ti, = “C"
................................................................... > 5 = 3.7
Average
i Filter
si=0

Figure 2: Example of human evaluation for the i-th test instance. “FI4A” (id=1) is undertranslated (at least one
counterpart should appear in the output in this case) (the label is thus “M”), and “FH A (id=2) is translated in a
repetitive style (the label is thus “C”). For simplicity, 1-indexed IDs are used for the repeated words.

or inappropriate omissions. Thus, we adopted a
majority vote by the three human translators in this
evaluation process.

Next, we explain the evaluation procedure for
the ¢-th test instance, which is also illustrated in Fig-
ure 2. Other test instances were also evaluated in
the same manner and all results were finally aggre-
gated. First, each translator labeled the translations
for the tagged source words in the i-th test instance
as “S” (substitution), “R” (reduction), “C” (con-
sistent, i.e., repetitive), or “M” (mistranslation or
undertranslation). Note that “S,” “R,” and “C” im-
plicitly indicate that the meaning of the translation
is correct. Let the label for the j-th evaluation target
in the ¢-th test instance given by the k-th translator
be tgfj). Next, the three labels tE}j), tz(?j), and tgi-)
were reduced to one by a majority vote, which we
denote by ¢; ;. Because the number of types of
labels was more than two, three labels could all be
different. Although we assumed that such a case
was limited, we introduced an additional heuristic
rule to determine the label as follows:

* If the label set was equal to {“C,”“R,”*S”},
“S” was assigned to ¢; ;: Because two trans-
lators thought it was correctly translated in a
non-repetitive style, the label should be “R”
or “S.” Next, because two translators thought
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the word was not reduced, the label was deter-
mined to be “S.”

If the label set was equal to {“M,”R,”S”},
“R” was assigned to ¢; ;: Because two trans-
lators thought it was correctly translated in a
non-repetitive style, the label should be “R”
or “S.” Next, the label “M” was assigned prob-
ably because that translator thought some nec-
essary word was omitted. Thus, the label was
determined to be “S.”

If the label set was equal to {“M,”“C,”“S”},
“S” was assigned to ¢; ;: Because two trans-
lators thought the meaning of the translation
was correct, the label should be “C” or “S.”
Next, the label “M” was assigned probably be-
cause that translator thought some word had a
slightly different nuance. Thus, the label was
determined to be “S.”

If the label set was equal to {“M,”*C,”*R”},
“R” was assigned to t; ;: Because two trans-
lators thought the meaning of the translation
was correct, the label should be “C” or “S.”
Next, the label “M” was assigned probably
because that translator thought some neces-
sary word was omitted. Thus, the label was
determined to be “R.”



Finally, one representative label was assigned to
the i-th test instance, which we denote by ¢;. Repre-
sentative labels were chosen from “<NON-REP>,”
“<REP>,” and “<INCORRECT>.” For test in-
stances including only one target, the representative
label ¢; was simply mapped from ¢; 1 as follows:

e If ;1 was “R” or “S,” “<NON-REP>" was
assigned to ;.

e If ;1 was “M,” “<INCORRECT>" was as-
signed to t;.

o If ¢; 1 was “C,” “<REP>" was assigned to ¢;.

For test instances including two targets, the repre-
sentative label ¢; was determined as follows:

o If t; 1 was “R” or “S,” and ¢; o was “R” or “S,”
“<NON-REP>" was assigned to ¢;.

o If ;1 was “M” or t; o was “M,” “<INCOR-
RECT>"” was assigned to ;.

* Otherwise, “<REP>" was assigned to ;.

Translation Accuracy In this task, the content
of the system output may be omitted incorrectly
or obscured if reduction or substitution is enforced
inappropriately. Thus, we measured translation ad-
equacy for system outputs. The evaluation frame-
work was based on Japanese Patent Office (JPO)
adequacy.* This criterion is well established and
has also been used in domains other than patents.
Specifically, the k-th translator assigned a five-
level discrete score sgk) € {1,2,3,4,5} to the i-th
system output. Next, we averaged 3(1), sz(-Q), and

1
553) to s;. Additionally, to view the balance be-
tween translation style and adequacy, we reflected
the style label ¢; in the adequacy score s;. If the
translation style was not “<NON-REP>,” we re-
duced the adequacy score s; to 0. We refer to this
metric as filtered adequacy and denote it by s/.

5.2 Automatic Evaluation

We also automatically predicted whether the tar-
get word was translated in a repetitive style. Note
that “<NON-REP>" and “<INCORRECT>" could
not be discriminated in this process. Thus, we
introduced one more label “<NOT-REP>,” which
indicated “<NON-REP>" or “<INCORRECT>.”

4https ://www. jpo.go. jp/system/laws/sesaku/
kikaihonyaku/tokkyohonyaku_hyouka.html (in Japanese)

Step 1:
Do all content words appear once each?
Yes
No
Step 2:

Are estimated counterparts all the same and
included in the dictionary?

No

Step 3:
Do any words included in the dictionary appear
more than once?

Yes
No

Figure 3: Yes/no flowchart for predicting translation
styles.

As a preprocess, we built a bilingual dictionary
from the Jiji 2020 data and JParaCrawl v3.0 (Mor-
ishita et al., 2022). We aggregated translations of
evaluation target words in the Jiji 2024 data by
running the AWESOME aligner (Dou and Neubig,
2021) on the above corpora. Let the j-th evalua-
tion target word in the i-th source sentence be w; ;.
Based on the alignment results, we obtained a set
of possible counterparts of w; ;, which we denoted
by Su, ;. We then removed low-frequency counter-
parts from Swl.,j to limit the maximum dictionary
size |Sy, ;| to 10. We predicted a style label by
applying several simple binary classifications in
order of reliability confidence as follows:

(1) Do all tokens appear once each?: If all content
words appear once each in the ¢-th system
translation, this output is classified as “<NOT-
REP>.”

(2) Are estimated counterparts all the same and
included in the dictionary?: First, we estimate
counterparts of w; ; using the word aligner. If
these counterparts are all the same and exist
in S, ;, this output is classified as “<REP>.”

(3) Do any tokens in the dictionary appear more
than once?: If any word in S, appears more
than once, this output is classified as a repet-
itive style; otherwise, the output is classified
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as “<NOT-REP>.”

We designed the third block to mitigate misclassifi-
cation caused by alignment errors in (2). The above
procedures are illustrated in Figure 3. Finally, we
calculated the percentage of instances labeled as
“<REP>" in the test set. We refer to this metric as
repetition rate.

To measure translation quality, we also com-
puted BLUE scores (Papineni et al., 2002) using
SacreBleu (Post, 2018).

6 Systems

In this shared task, two teams submitted the sys-
tem and description paper. In this section, we pro-
vide an overview of the submitted systems and the
baseline system that we built. For comparison, re-
sources used by each system are listed in Table 3.

6.1 Baseline

As a baseline, we built an MT system using
fairseq (Ott et al., 2019). We adopted Transformer
(big) (Vaswani et al., 2017) as the architecture, and
used the Jiji 2020 and JParaCrawl v3.0 (Morishita
et al., 2022) as training data. We based the method
on the tagging approach (Sennrich et al., 2016;
Lakew et al., 2019; Johnson et al., 2017; Schioppa
et al., 2021). Specifically, we introduced style and
domain tags, and combined them. First, from the
Jiji 2020 data and JParaCrawl v3.0, we mined sen-
tence pairs in which some content words were re-
peated in the source sentence and no content words
were repeated in the target sentence. We detected
content words in Japanese and English sentences
using GINZA® and spaCy,” respectively. To avoid
selecting noisy instances, we excluded parallel sen-
tences with lexical similarity scores less than 0.7
from the tagging. Specifically, we prepended the
style tag “<NON-REP>" and all repeated words to
the source sentences as follows:

Src: <NON-REP> <3 2> KI[E VN SCEE N
NEEZREL T\,

Second, we also attached the domain tag “<JIJI>”
to training instances from the Jiji 2020 data. Sim-
ilarly, we did not tag sentence pairs with lexical
similarity scores less than 0.7. We prepended the
domain tag to the source sentences as follows:

Snrefs: 1lcase:mixedleff:noltok: 1 3alsmooth:explversion:2.4.2
6https ://megagonlabs.github.io/ginza/
7https ://spacy.io/usage

System Resource
Baseline JParaCrawl v3.0, Jiji 2020
SYSTRAN | all Ja-En data from OPUS, Jiji 2020
. Claude 3.5 Sonnet,
Waseda Riko examples from the task website®

Table 3: Comparison of resources used by each sys-
tem. Although the Waseda Riko system did not explic-
itly use the data on which Claude 3.5 Sonnet was built,
they are also listed as “Claude 3.5 Sonnet” in the table.

Src: <JIJI> <NON-REP> <X &> KENT A X E
FEAXEEZHRE L TV,

For inference, we prepended the style and domain
tags to all the test source sentences. In this system,
we adopted the same hyperparameter settings as
Morishita et al. (2022).

6.2 SYSTRAN (Avila and Crego, 2024)

The team introduced a repetition penalty in the fine-
tuning phase. The method was inspired by label
smoothing (Szegedy et al., 2015). For training
instances including word repetition in the target
sentence, the ground-truth score corresponding to
the repeated word was decreased from 1. The team
automatically detected such instances using the
spaCy tokenizer’ and GIZA++ toolkit (Och and
Ney, 2003). Specifically, the repetition penalty was
combined with label smoothing, and is formulated
as follows:

€
g =1-e1—a)g+ v

where ¢; indicates a one-hot vector used as the
ground-truth label at the ¢-th time step, at which a
repeated word appears, € is a hyperparameter for
label smoothing and V' is the vocabulary size. oy
is also a hyperparameter used to control the de-
gree to which word repetition is discouraged. The
team first trained a Transformer encoder-decoder
model on parallel sentences from OPUS!® and then
fine-tuned the model on parallel sentences from
the Jiji 2020 data using the above technique. To
avoid feeding noisy instances into the model, the
team used back-translated sentences instead of the
original sentence pairs in the fine-tuning stage.

6.3 Waseda Riko (Wang et al., 2024)

The team built a large language model (LLM)-
based pipeline. The procedure was composed of

8See Appendix A. These data were used for few-shot
prompts.

‘)https://spacy.io/usage

Yhttps://opus.nlpl.eu/
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System Adequacy (1) Translation Style Filtered
% <NON-REP> | % <REP> | % <INCORRECT> Adequacy (1)
Waseda Riko 4.6 89.8 8.1 2.1 4.1
SYSTRAN 3.9 32.3 53.8 13.6 1.3
Baseline 3.9 50.2 27.4 22.3 2.1
Table 4: Human evaluation results.
System | BLEU (%) (1) |5 <Ng;_“;g‘;,‘:“ itil;Eb Repetition Rate (%) (1)
Waseda Riko 24.4 413 57 12.1
SYSTRAN 28.9 214 256 54.5
Baseline 29.1 332 138 29.4

Table 5: Automatic evaluation results.

the following four steps:

(1) Preprocess: Detect repeated words from
the source sentence using the MeCab tok-
enizer (Kudo et al., 2004) and tag these possi-
ble repeated words.

Translation: Instruct the LLM to translate
the tagged source sentence in a non-repetitive
manner using a few-shot prompt (Brown et al.,
2020).

2)

(3) Proofreading: Instruct the LLM to review the
output in the previous step and rewrite the

translation as needed to enhance the result.

(4) Postprocess: Tag the counterparts in the target
sentence.!!

The team used Claude 3.5 Sonnet!? and designed
a prompt suited for this task. Specifically, they in-
structed the LLM to output translations along with
the estimated counterparts and translation labels
in JSON format. Because of this structured output
design, the following processes were performed
successfully.

7 Results and Discussion

7.1 Human Evaluation

We summarize the human evaluation scores of all
systems in Table 4.> The Waseda Riko system
achieved the best results in both translation ade-
quacy and style control. Focusing on the drop from
the adequacy score to the filtered adequacy score,
the baseline system lost 1.8 points, whereas the

"Human evaluation was performed on untagged transla-
tions; thus, it was not necessary to tag the system output.

12https ://www.anthropic.com/claude

BDetailed statistics are listed in Appendix B.

Waseda Riko system only decreased by 0.5 points.
This difference highlights that the Waseda Riko
team successfully controlled the translation style
without compromising translation quality. The
SYSTRAN system achieved an adequacy score
competitive with that of the baseline system, but
passed more source sentences in a repetitive style.
By contrast, the baseline system was the worst in
terms of the percentage of incorrect instances. Con-
sidering the difference between the SYSTRAN and
baseline systems, a trade-off existed between style
control and translation adequacy.

The basic idea of the Waseda Riko system is sim-
ilar to that of the baseline system: possible repeated
words in the source sentence were automatically de-
tected using a third-party tokenizer and the model
was explicitly informed about them. ( Wang et al.
(2024) also reported that it was still difficult for
LLMs to consistently identify repeated words in
the input sentence.) Although the baseline system
was trained on parallel sentences that were (possi-
bly) translated in a non-repetitive style, the percent-
age of test instances in the desired style was 50%.
Although the results of the Waseda Riko team were
also supported by the high performance of the com-
mercial LLM, their proposed prompt design and
pipeline configuration were equally important. The
key was how to provide the instruction to “translate
in a non-repetitive style,” which is (probably) new
and complex for many LLMs. We attempted to
instruct GPT-3.5 turbo'* to solve this task using a
simple prompt, such as “Translate the following
Japanese news text into English using as few of the
same content words as possible,” in our preliminary
experiments, but this did not work well.

14https: //azure.microsoft.com/en-us/products/
ai-services/openai-service

722


https://www.anthropic.com/claude
https://azure.microsoft.com/en-us/products/ai-services/openai-service
https://azure.microsoft.com/en-us/products/ai-services/openai-service

7.2 Automatic Evaluation

We also summarize the automatic evaluation scores
of all systems in Table 5. In contrast to the human
evaluation, the baseline and SYSTRAN systems
achieved a better BLEU score than the Waseda
Riko system. This gap depended on whether the
systems used the Jiji 2020 data for training. Al-
though the Waseda Riko team analyzed these data
and then built the heuristic rules to detect repeated
words (Wang et al., 2024), the team did not fully
train the LLM on these data. The LLLM learned
the several translations from the Jiji data using the
few-shot prompt, whereas the baseline and SYS-
TRAN models adapted the output translations more
directly to the target domain. Although we config-
ured the primary results of this task based on the
human evaluation, the motivation for this task was
to adapt the lexical choice of MT systems to the
target domain; thus, it should be noted that BLEU
scores were also important metrics in our task.

Regarding the repetition rate, the trend was co-
incident with the human evaluation results. Specif-
ically, the accuracy as a binary classifier (i.e.,
“<REP>" or not) between automatic and human
evaluations was 93.4% in the baseline system,
92.1% in the SYSTRAN system, and 93.0% in
the Waseda Riko system. Importantly, this metric
had a certain degree of reliability independent of
the success rate of style control and the degree of
matching with the target domain.

8 Conclusion and Future Work

In this paper, we presented an overview of the
WMT2024 Shared Task on non-repetitive transla-
tion. Particularly, the experimental results revealed
the effectiveness of the LLM in controlling trans-
lation. We believe that our task will encourage
further research on controlling MT systems. In the
future, we will address several limitations in the
current task settings. First, the test instances were
limited to a comparatively short content. It would
be an interesting challenge to address repetition
observed in longer documents. Second, we will
make both human and automatic evaluations more
established. Currently, (1) evaluation relies heavily
on human evaluation, and (2) the human evaluation
is prone to variance. Regarding (2), specifically,
although the percentage of test instances where the
three translators voted for all different labels was
limited, that of the test instances where the three
translators voted for the same label was approxi-

mately 69%. These were partially because of (1)
the difficulty of automatically detecting mistransla-
tions and undertranslations, and (2) the difficulty of
defining the correct answer for a translation output
using substitution or reduction, respectively. Thus,
we will develop more reliable evaluation guidelines
in collaboration with translators. It would also be
interesting to introduce automatic evaluation using
LLM:s.
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A Examples of Non-Repetitive Trasnlations

Table 6 shows examples of non-repetitive translations from the task website. !>

ifEAEZFEE TV ARN4 9 4 ZSBRONINEERILE IS, BUET L DIET 0 HIA,

T o2 6 5k, BEEA L EIKE 7,
Reduction En(trans) When the 494 that had not yet completed earthquake proofing were asked about their future
) measures, 70 organizations opted for retrofitting, 265 chose rebuilding, and 11 selected relocation.
En Of the 494 unprepared , 70 are set to carry out repairs, 265 will construct new buildings
and 11 are planning relocation.
Note In the original English sentence, a noun ellipsis occurs, e.g., “70 municipalities” is expressed as “70.”
Ja BESNEMTHHETE 2720, EHENGICIERTEHAZZMZ S Z LML RS,
Since expenses can be shared among participating countries, it will be possible to keep costs

Reduction | En(trans .
( ) lower than domestic development.

It will allow the government to cut spending compared with full domestic development by sharing costs

En . .
with partner countries.
Note “Costs” is used instead of costs” in the original English sentence probably because it is
contextually inferable.
Ia [FfLE =2 =3 =MD I A=A L LR T T AAMD Y > 71— T THIEO
BLEPHRBREIT,
Reduction The company will manufacture and test vehicles at its Yonkers, New York, and its Lincoln,
En(trans) . . .
Nebraska, factory in the Midwest.
En Kawasaki Rail Car will build and test the subway cars at its facilities in Yonkers and in Lincoln, Nebraska.
Note The two nouns (“facility””) are merged into one and the noun head is shared by the two prepositional
phrases. Although strictly they are not reduced, we also consider these examples to be a type of reduction.
Ia RIEAD PR E N, BHOKERIE T (GHEZE TR MEPRI»EPro720T

REmg#idaw] (HEEPRD LA TWS,

Substitution There are concerns about the on crops, but an official at the Horticultural Crops Division of
En(trans) | the Ministry of Agriculture, Forestry and Fisheries (MAFF) said, “the snowfall (in the Tokyo metropolitan
area and other regions) was not prolonged, so there will be no major impact.”

Although many people are worried about the of harsh cold on crops, an official of Japan’s
En agricultural ministry predicted that there will be no significant impact, as the snow did not stay
for long in areas such as the Tokyo metropolitan area.
Note Words with similar meaning such as synonyms and hypernyms are typically used for substitution.
Ja WEEZRBRT 2 FRTFORSFENE TRYERGR ] TOEhad, FHoEEED 450D 1
D5 HEYWE] REHHTERWELEH 5,
Substitution The Standard theory the behavior of elementary particles, which make up matter, but it cannot
En(trans) . . . .
explain some things, such as dark matter, which makes up one quarter of the mass of the universe.
The so-called Standard Model the behavior of elementary particles, the fundamental building
En blocks of matter. But the theory leaves some mysteries, such as dark matter which is thought to
make up about a quarter of the mass of the universe.
Note Repeated words are sometimes translated in a non-literal manner.
Ja THf, ToAWOEHEE AL T—F 0 THHZLTHD., EED 1T ADRR-ILVERES

el Z A, O I— MINTYa— MROYNRH B Z L IZEF 0z wnS,

Substitution At the time, six students and the coach from the tennis club were reportedly practicing on the

En(trans) when one of the students went to pick up a ball and noticed a parachute-like object on the adjacent court.
En At the time, the student was practicing tennis with five other students and one coach at another
next to the one where the parachute was found.
Note Repeated words are sometimes substituted with pronouns or pro-verbs, such as “it” and “do so.”

Table 6: Examples of non-repetitive translations from Jiji Japanese—English news articles. “Ja” and “En” indicate
the original parallel sentences from the articles. “En(trans)” indicates consistent translations by humans, which are
listed for comparison.

Bhttps://www2.statmt.org/wmt24/non-repetitive-translation-task.html
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B Detailed Statistics of the Human Evaluation Results

Table 7 shows detailed statistics of the human evaluation results.

Translation Style
Model <NON-REP> | <REP> | <INCORRECT> | °!
[5, 5] 127 20 0 147
4,5) 280 17 3 300
Waseda Riko | Adequacy (bin) [3,4) 15 1 7 23
2,3) 0 0 0 0
[1,2) 0 0 0 0
Total 422 38 10 470
5, 5] 32 45 0 77
[4,5) 71 121 5 197
SYSTRAN | Adequacy (bin) [3,4) 32 66 25 123
2,3) 16 21 29 66
1,2) I 0 6 7
Total 152 253 65 470
[5,5] 66 46 0 112
[4,5) 108 53 6 167
Baseline Adequacy (bin) [3,4) 43 21 41 105
2,3) 16 9 40 65
L,2) 3 0 8 21
Total 236 129 105 470

Table 7: Statistics of the human evaluation results.
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