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Abstract

This paper introduces our machine transla-
tion system (team sakura), developed for the
2024 WMT Patent Translation Task. Our sys-
tem focuses on translations between Japanese-
English, Japanese-Korean, and Japanese-
Chinese. As large language models have shown
good results for various natural language pro-
cessing tasks, we have adopted the RakutenAI-
7B-chat model, which has demonstrated effec-
tiveness in English and Japanese. We fine-tune
this model with patent-domain parallel texts
and translate using multiple prompts.

1 Introduction

Machine Translation (MT) systems are becoming
increasingly important in the translation industry.
While generic MT models are good at translating
common phrases into everyday language, they of-
ten struggle with specialized domains unless they
have been specifically tuned for those areas. Patent
documents are an example of this specialized con-
tent.

The patent translation shared task1 at Confer-
ence on Machine Translation (WMT) 2024 aims to
bring together Natural Language Processing (NLP)
researchers to assess and explore innovative meth-
ods for translating patents, specifically between
Japanese (Ja) and English (En), Korean (Ko) or
Chinese (Zh), and vice versa.

Recently, significant advancements have been
made in the field of NLP due to the development of
Large Language Models (LLMs). Unlike encoder-
decoder models, which are typically created to
perform a single task such as machine translation,
LLMs are designed for multiple NLP purposes.
As a result, LLMs are often pre-trained on larger
and more diverse texts, which helps improve the
model’s language understanding. In our work, we

1https://www2.statmt.org/wmt24/patent-task.
html

propose using an LLM fine-tuned with parallel data
to perform accurate translations in the patent do-
main.

An LLM that has been specifically adapted to
multiple NLP tasks in both English and Japanese
is the RakutenAI-7B (Rakuten Group, Inc. et al.,
2024) model. It has been pre-trained on a large
volume of data, and its tokenizer has been opti-
mized for the character-per-token rate in Japanese,
making it ideal for complex tasks such as Japanese
translation.

We participated in the patent translation (sakura
team) shared task. In our proposal, we fine-tune the
LLM with patent-domain bilingual data to build a
multilingual model that achieves high-quality trans-
lations in multiple language directions. In addition,
we produce translations using multiple prompts to
further boost performance.

2 Related Work

LLM has been explored in the patent industry
for tasks such as claim generation (Jiang et al.,
2024), Question-Answer, or Classification (Bai
et al., 2024).

Regarding the patent translation, previous partic-
ipants in the JPO shared task have explored various
methodologies, including training encoder-decoder
models as suggested by Park and Lee (2021), uti-
lizing Transformer-based NMT model (Vaswani
et al., 2017) with ensemble decoding (Susanto et al.,
2019) and adapting pre-trained models such as
BART (Lewis et al., 2020) mBART (Liu et al.,
2020) with patent-specific data (Wang and Htun,
2020; Kim and Komachi, 2021).

3 Task Description

The shared task consists of translating a set of sen-
tences from patent publications in the En ↔ Ja,
Ko ↔ Ja and Zh ↔ Ja language directions. The

643

https://www2.statmt.org/wmt24/patent-task.html
https://www2.statmt.org/wmt24/patent-task.html


text belongs to the domains of Chemistry, Electric-
ity, Mechanical Engineering or Physics.

These sentences, are organized as different test
set according to the year the patents were pub-
lished:

• test-n1: Published between 2011 and 2013
(same test sets used in the past years).

• test-n2: Published between 2016 and 2017
(not available for Ko-Ja).

• test-n3: Published between 2016 and 2017
(but target sentences were manually created
by translating source sentences).

• test-n4: Published between 2019 and 2020.

• test-2022: The union of the previous n1 to n4
sets.

The test-n1 to test-n4 vary in size from 2K to
5K sentences depending on the language. The only
exception is test-n3, which was created manually
and contains between 200 and 700 sentences. The
total size of these tests, i.e. test-2022, ranges from
7K to 10K sentences.

3.1 Evaluation
In order to determine the performance of our model,
we submit the translation of the test sets mentioned
above. The results of the different tasks are pub-
lished in https://lotus.kuee.kyoto-u.ac.jp/
WAT/evaluation/index.html.

The translations are tokenized using Ju-
man (Kurohashi and Kawahara, 2009), KyTea2,
Mecab (Kudo, 2005) or Moses tokenizer3. The
website presents multiple evaluation metrics for
evaluating the translation. In this paper we present
only the BLEU (Papineni et al., 2002) scores. The
other metrics are correlated with BLEU. We refer
to their website for the rest of the metrics.

3.2 Training Data
The organizers of the shared task also provide the
JPO Patent Corpus (JPC) for training. This is a
dataset built by the Japan Patent Office4 consist-
ing of sets of 1M parallel sentences for each lan-
guage pair (English-Japanese, Chinese-Japanese
and Korean-Japanese).

2https://www.phontron.com/kytea/
3https://github.com/moses-smt/mosesdecoder/

blob/RELEASE-2.1.1/scripts/tokenizer/tokenizer.
perl

4https://www.jpo.go.jp/index.htm

Figure 1: Performance of the fine-tuned model on the
dev set using different beam sizes for decoding.

The data also include a dev set in the same do-
main with around 2K sentences each.

4 Experimental Settings

For our experiments, we fine-tune the RakutenAI-
7B-chat5 model, which has been optimized for the
English and Japanese languages. However, it has
not been explicitly adapted for other languages
such as Korean and Chinese.

We use the JPO data described in Section 3.2 for
this fine-tuning and do not incorporate any addi-
tional data other than what has been provided by
the shared task organizers. The training process
involves 200K steps with a batch size of 8. We fine-
tune the model using the prompt “Translate the
following English text to Japanese:” appending the
sentence to be translated and replacing the source
and target languages as needed for each language
direction.

4.1 Influence of Beam Size

For decoding, we chose a beam size of three. While
larger beam sizes involve considering more candi-
date translations, this does not always result in bet-
ter performance. We tested our fine-tuned model
with beam sizes of 1, 3, 5, and 7 on the development
set. The results, measured using CHRF (Popović,
2015) metric, are shown in Figure 1. Although
there is no single optimal beam size, our findings
indicate that increasing the beam size beyond three
does not lead to significant improvements and in
some cases it may even degrade performance.

5https://huggingface.co/Rakuten/
RakutenAI-7B-chat
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Test Direction BLEU ∆

test-2022
En → Ja 53.4 +4.5
Ja → En 50.1 +5.6

test-n1
En → Ja 51.1 +5.8
Ja → En 49.3 +5.2

test-n2
En → Ja 46.3 +5.7
Ja → En 43.9 +6.2

test-n3
En → Ja 54.9 +7.4
Ja → En 43.1 +8.1

test-n4
En → Ja 62.1 +1.6
Ja → En 59.7 +4.8

Table 1: BLEU scores for Japanese-English transla-
tion (using Moses tokenizer for Ja → En and kytea
for En → Ja). The column ∆ indicates the difference
between the scores of our model and those of the orga-
nizers.

4.2 Influence of the Prompt
At decoding time, we perform multiple transla-
tions using different variations of the prompt. The
prompts are the following:

• Translate the following English text to
Japanese (same as training data)

• Translate the following English sentence to
Japanese: (replace “text” with “sentence”)

• Translate the following text to Japanese:
(omit the source language)

• Translate the text to Japanese: (above prompt
rephrased)

• Translate the following English patent text to
Japanese: (explicitly indicate that is a patent
text)

We use LASER (Heffernan et al., 2022) scores
compared to the source to retrieve the best trans-
lation. Although all of them are similar, there
are small nuances that can increase the quality by
around 0.5-1 BLEU points.

5 Results

In this section we present the translation perfor-
mance achieve by our model on the different lan-
guage directions.

5.1 Japanese-English
First, Table 1 illustrates the performance of our
model on English-Japanese translation. We ob-
serve that our model achieves the best results for

Test Direction BLEU ∆

test-2022
Zh → Ja 56.6 +5.5
Ja → Zh 46.2 +1.5

test-n1
Zh → Ja 53.4 +6.7
Ja → Zh 41.7 +2.6

test-n2
Zh → Ja 51.3 +5.3
Ja → Zh 40.6 +1.5

test-n3
Zh → Ja 21.8 +4.0
Ja → Zh 27.0 +3.2

test-n4
Zh → Ja 68.7 +3.7
Ja → Zh 58.7 +1.2

Table 2: BLEU scores for Japanese-Chinese translation
(using Kytea tokenizer). The column ∆ indicates the
difference between the scores of our model and those of
the organizers.

Test Direction BLEU ∆

test-2022
Ko → Ja 74.3 +0.4
Ja → Ko 75.4 +2.6

test-n1
Ko → Ja 73.3 +1.6
Ja → Ko 72.9 +2.2

test-n3
Ko → Ja 52.3 +0.3
Ja → Ko 68.0 +5.6

test-n4
Ko → Ja 77.3 +0.2
Ja → Ko 78.4 +3.7

Table 3: BLEU scores for Japanese-Korean translation
(using Mecab tokenizer). The column ∆ indicates the
difference between the scores of our model and those of
the organizers.

this language pair compared to the model of the or-
ganizers, with an average improvement of 5 BLEU
points for English-to-Japanese and 6 BLEU points
for Japanese-to-English. Furthermore, it shows
greater improvements in this pair compared to the
other language pairs. This success can be attributed
to the fact that our model was pre-trained on these
two languages, benefiting from higher exposure.

5.2 Japanese-Chinese

Table 2 presents the results for Chinese-Japanese
translation. Although improvements are observed
across all test sets, there is a notable disparity be-
tween the language directions. While Zh → Ja
shows an improvement of 5 BLEU points, for the
reverse direction there is an improvement of 1.5
BLEU points.
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5.3 Japanese-Korean

Lastly, in Table 3 we show the performance of the
Japanese-Korean translation. For this language pair
we achieve smaller improvements when compared
to the baseline of the organizers.

6 Conclusion

In this paper, we described our MT model de-
veloped for the 2024 WMT Patent Translation
Task, specifically for English-Japanese, Japanese-
Korean, and Japanese-Chinese translations. The
ranking system has evaluated participating teams
every year from 2016 to 2024. Our model achieved
first place in 20 out of the 28 tasks without using
external data. Our approach involves fine-tuning
the “RakutenAI-7B-chat” model using sentences
from the patent domain and decoding with multi-
ple prompts. Although this model was originally
pre-trained only on English and Japanese data, fine-
tuning with Korean and Chinese text has led to
good translation performance, surpassing the mod-
els submitted in previous years for the same task.
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