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Abstract

This document describes the submission of
the very first version of the Occiglot open-
source large language model to the General
MT Shared Task of the 9th Conference of
Machine Translation (WMT24). Occiglot is
an open-source, community-based LLM based
on Mistral-7B, which went through language-
specific continual pre-training and subsequent
instruction tuning, including instructions rel-
evant to machine translation. We examine
the automatic metric scores for translating
the WMT24 test set and provide a detailed
linguistically-motivated analysis. Despite Oc-
ciglot performing worse than many of the other
system submissions, we observe that it per-
forms better than Mistral7B, which has been
based upon, which indicates the positive effect
of the language specific continual-pretraining
and instruction tuning. We see the submission
of this very early version of the model as a mo-
tivation to unite community forces and pursue
future LLM research on the translation task.

1 Introduction

Occiglot, initiated in March 2024, is a community-
based open-source initiative for “Polyglot Lan-
guage Models for the Occident”. We believe that
our dedicated language modeling solutions will not
only maintain Europe’s academic and economic
competitiveness and AI sovereignty, but also have
a profound Impact on the preservation of linguis-
tic diversity, multilingualism, and cultural richness.
Occiglot is an academic, non-profit research col-
lective committed to open science and open-source
LLM development.

Although Occiglot is in the early stages of de-
velopment, it entails a significant amount of work
for large-scale data collection, model pre-training
and tuning, and multi-faceted evaluation. Since
LLMs can be used in various use cases, targeted
evaluation, starting in the first stages, is important
for revealing strengths and weaknesses. The shared

task of the 9th Conference of Machine Translation
(WMT24; Kocmi et al., 2024a) provides the oppor-
tunity for testing the performance of the LLM in a
translation task.

First, this paper reviews some indicative items
of related work (section 2). Then, in section 3 we
present the details on the development of the Oc-
ciglot model (section 3.1), the training data related
to translation (section 3.2) and the engineering to-
wards machine translation and outline the issues
and directions for further improvements. Section 4
presents the evaluation, whereas a conclusion is
given in section 5.

2 Related work

Prompting LLMs for translation output has been
successfully employed since the early years of
LLMs (Brown et al., 2020), with the few-shot en-
hanced context approach indicating good results
(Vilar et al., 2023). Later approaches suggested that
an adaptive method of few-shot prompting may be
even more beneficial (Agrawal et al., 2023; Zhang
et al., 2023; Soudi et al., 2024). Enis and Hop-
kins (2024) deal with evaluating Claude 3 Opus, as
compared to other LLMs, with regard to machine
translation of low resource languages.

The motivation of Occiglot, to focus LLM de-
velopment on languages other than English, is con-
firmed by Diandaru et al. (2024), who suggest that
models centered around languages other than En-
glish could provide a more efficient foundation for
multilingual applications. Zan et al. (2024) follow
a similar approach to ours, including instruction
tuning tailored to particular target languages. Stap
et al. (2024) suggest that including monolingual
data as part of the fine-tuning data, we can main-
tain the abilities while simultaneously enhancing
overall translation quality.
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3 The language model

3.1 Training

The submission at WMT24 is based on the current,
first version (v0.1) of the Occiglot bilingual models
for English-Spanish and English-German, released
in March and April 2024 respectively. That ver-
sion provides a broader LLM collection for the
five largest European languages: English, German,
French, Spanish, and Italian. Out of these lan-
guages, only German and Spanish are official lan-
guage directions of the WMT24 shared task and,
therefore, the respective bilingual models are cho-
sen for this submission.

The models are based on the Mistral-7B,
which was pre-trained for English. In addi-
tion, bilingual continual pre-training and subse-
quent instruction tuning for each language were
performed. Both models include the dataset
Open-Hermes-2B1, which contains content in En-
glish language and code. The German model
occiglot-7b-de-en-instruct was trained on
180M tokens of additional multilingual and code
instructions, including the German subsets of
DiscoLM (which includes the publicly available
germanrag dataset), Open Assistant Conversations
Dataset v2 (OASST-2; Köpf et al., 2023) and Aya-
Dataset (Singh et al., 2024). The Spanish model
occiglot-7b-es-en-instruct was trained on
160M tokens of additional multilingual and code
instructions, including the datasets Mentor-ES,
the Stanford Question Answering Dataset v22

(SQuAD; Carrino et al., 2020) and the Spanish
subsets of OASST-2 and Aya-Dataset.

The full instruction fine-tuning took place on
an H100 with 8 GPUs for 0.6–4 training epochs
(depending on dataset sampling). We used the
axolotl framework, maintaining a precision of
bf16, a global batch size: 128 (with 8192 context
length and Cosine Annealing with Warm-up). The
tokenizer is unchanged from Mistral-7B-v0.1.

All pre-trained and instruction-tuned check-
points are available on Hugging Face3 under the
Apache 2.0 license. Note that the model was not
safety-aligned and might generate problematic out-
puts.

1https://huggingface.co/teknium
2https://huggingface.co/datasets/ccasimiro/

squad_es
3https://huggingface.co/collections/occiglot/

occiglot-eu5-7b-v01-65dbed502a6348b052695e01

3.2 Translation data during training
Both the bilingual German and Spanish mod-
els were subjected to paired English translation
data during continual pre-training. Specifically,
the training data contains paired sentences from
Tatoeba (Tiedemann, 2020) and Opus 100 (Zhang
et al., 2020). The samples are presented as one
coherent text using a diverse set of templates, like

Given the following passage:
<German sentence>
a good English translation is:
<English sentence>

About 470k and 380k similar translation examples
were included during the continual pre-training of
the bilingual German and Spanish model, respec-
tively.

Additionally, the instruction tuning stage of both
models also includes multilingual data. For the
bilingual Spanish model, as mentioned above, parts
of the instruction training set were taken from a
translated version of the SQuAD, which contains
Spanish questions about English literature, for ex-
ample. More importantly for our task, the incorpo-
rated open-assistant OASST-2 dataset also includes
about 100 samples of direct instructions for trans-
lations between English and Spanish. Similarly,
the employed German instruction tuning dataset
contains over 2000 dedicated translation examples.

3.3 Prompting translations
During the development of the model, we devised
a system prompt instructing the model to perform
as a dedicated translator and we found that this
prompt is immensely helpful when employing the
downstream model for translation tasks. Neverthe-
less, for the WMT submission we decided to use a
prompting method which is similar to the way other
LLMs are prompted, so that the results are compa-
rable. Prompting was based on the 5-shot templates
used by the organizers General Shared task of Ma-
chine Translation to prompt GPT-44. The exact
prompt used can be seen in Figure 1.

The suggested practice for MT prompting
is multi-shot, where one provides first 4
source/translation samples and then only a source
awaiting the translation. Occiglot was giving as
an answer not only the translation, but was pro-
ceeding with generating more text, on the similar

4https://github.com/wmt-conference/
wmt23-news-systems/tree/master/tools/LLM-prompt
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SYSTEM_PROMPT = "You are a very good
translator. Please translate the given
texts from English to 1. target_lang
as precisely and accurately as possible
without changing the structure and answer
only with one translation."

PROMPT = "Please translate this into 1.
{target_lang}:

{source_seg}
1. {translation}"

Figure 1: Prompt used

pattern, which was difficult to post-process. We
had to write a post-processing script that isolates
the translation from the additional superfluous text.
Nevertheless, we suspect that this post-processing
script may have not operated properly in all cases,
as we have some hundreds of empty outputs.

The second issue we faced was the inference
speed. We loaded the model locally on a python
script in the GPU cluster and used the hugging-
face pipeline command to prompt. The Ger-
man model was too slow (2-7sec per segment),
which made it very tight to meet the deadline. We
therefore enabled multiple workers with batches
(batch_size=64, num_workers=4) which gave in-
deed a big acceleration. The behavior of the model
was a bit different in the batch mode, so we had to
include a system prompt (which was not used for
the Spanish model). The parameters of the request
command with batches were also different (e.g. the
limit max_new_tokens), so it is not sure if paral-
lelizing gave the same results as the single worker
mode would have given. The Spanish model was
fast enough, and the Spanish test set significantly
smaller, so we didn’t have to parallelize.

Finally, the German model was going through
memory spikes and was killed several times by
the administrator rules of our GPU cluster. This
may have to do with the test set, as the German
test set contains a higher number of examples with
more complex sequences. In the future, we have to
modify our scripts to stream directly to a file and
have the possibility to resume from a particular line
in case of a crash.

System Name AutoRank↓ MetricX↓ Comet Kiwi↑
Unbabel 1.0 1.1 0.723
Dubformer 1.8 1.2 0.694
...
GPT-4 1.8 1.4 0.700
...
Mistral-Large 2.0 1.5 0.694
...
IKUN-C 3.8 2.0 0.641
...
CUNI-NL 4.2 2.1 0.624
AIST-AIRC 7.2 3.3 0.551
NVIDIA-NeMo † 7.4 3.5 0.558
Occiglot 8.2 3.8 0.539
MSLC 11.9 4.4 0.390
TSU-HITs 13.3 5.6 0.395

Table 1: Indicative comparisons from the preliminary
WMT24 General MT automatic ranking for English-
German.

System Name Comet Kiwi ↑
Occiglot 0.539
Mistral 7B v0.1 0.429

Table 2: Comparison between Occiglot and its pre-
trained model Mistral7B on English-German

4 Evaluation

4.1 Comparison with other WMT systems
The preliminary results (Kocmi et al., 2024b) of
the General MT task, based on automatic measures
Table 1, indicate a low performance of Occiglot
as compared to other systems. We attribute these
results to the fact that the development of our LLM
is in the early stage and the model has undergone
a relatively minimal optimization for translation.
Additionally, we have strong indications that the
post-processing script did not account for all possi-
ble cases. The fact that the model delivered some
hundreds of empty outputs is also a matter that
may have contributed to the low scores (although
it needs to be noted that the parent model Mistral-
Large, prompted by the WMT24 organizers, has
delivered a higher number of empty outputs). Fi-
nally, we should note that the comparison is mostly
done with LLMs with a higher number of param-
eters, as compared to our system. Therefore, this
comparison should only be seen with a grain of
salt.

4.2 Comparison with pre-trained model
Occiglot performs better in translating from
English-German than the pre-trained model Mis-
tral 7B v0.1, it has been based on. This indicates a
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category items acc

Ambiguity 22 86.4
Coordination & ellipsis 124 60.5
False friends 40 92.5
Function word 40 75.0
LDD & interrogatives 207 76.3
Lexical Morphology 39 61.5
MWE 123 76.4
Named entity & terminology 112 77.7
Negation 18 66.7
Non-verbal agreement 109 87.2
Punctuation 37 51.4
Subordination 191 85.3
Verb semantics 23 60.9
Verb tense/aspect/mood 3249 71.9
Verb valency 114 65.8

micro-average 4448 72.8
macro-average 4448 73.0

Table 3: Performance of the Occiglot English-German
model with regard to linguistically-motivated categories

success of the bilingual continual pre-training and
subse- quent instruction tuning for this particular
language direction.

4.3 Fine-grained linguistic analysis

Additionally to the automatic scores, we provide
here some fine-grained analysis based on particu-
lar linguistic categories, based on a linguistically-
motivated test suite (Macketanz et al., 2022, 2021;
Avramidis et al., 2020). The results can be seen in
Table 3 and a more detailed view of the phenomena
is displayed in Table 4. The model is particularly
strong in false friends, which typically refers to
lexemes that are identical in their phonological or
orthographic form across two languages but have
different meanings. It also performs relatively well
in handling non-verbal agreement, i.e. ensuring
that nouns and pronouns agree in gender, number
and sometimes case across the sentence (particu-
larly substitution and coreference), as well as in lex-
ical ambiguity, where a word changes its meaning
depending on a context, and subordination (particu-
larly adverbial and subject clause). Subordination
refers to the relationship between clauses where
one clause is syntactically dependent on the main
clause. However, it performs poorly in punctua-
tion and particularly quotation marks, which means
the model fails to correctly mark direct speech,
quotations, or special terms. The low accuracy in
negation is also particularly concerning, given the
semantic importance of this category.

5 Conclusion and further work

We presented an entry participation of a new open-
source community-based LLM. Despite some ef-
forts to improve our LLM performance towards
translation, the resulting model performs poorly
as compared to other systems. Nevertheless, the
challenges served as a motivation to unite commu-
nity forces and initiate research on a new LLM task,
which may be further improved in the future. Aside
from the automatic scores, by applying a linguisti-
cally motivated test suite, we could gain some in-
sights into the linguistic categories which perform
better or worse. Further work may include more
optimization towards translation, improvement of
the prompting and post-processing mechanism and
addition of more languages. A more direct com-
parison with models of similar parameter size (7B)
should also be considered in the future.
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phenomenon items acc

Ambiguity 22 86.4
Lexical ambiguity 22 86.4
Coordination & ellipsis 124 60.5
Gapping 20 25.0
Pseudogapping 19 73.7
Right node raising 18 88.9
Sluicing 20 75.0
Stripping 23 39.1
VP-ellipsis 24 66.7
False friends 40 92.5
Function word 40 75.0
Focus particle 23 78.3
Question tag 17 70.6
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phenomenon items acc

LDD & interrogatives 207 76.3
Extraposition 18 55.6
Inversion 27 77.8
Multiple connectors 20 80.0
Negative inversion 20 80.0
Pied-piping 19 73.7
Polar question 18 77.8
Preposition stranding 19 57.9
Split infinitive 19 94.7
Topicalization 20 80.0
Wh-movement 27 81.5
Lexical Morphology 39 61.5
Functional shift 17 70.6
Noun formation (er) 22 54.5
MWE 123 76.4
Collocation 20 90.0
Compound 16 87.5
Idiom 20 40.0
Nominal MWE 20 75.0
Prepositional MWE 18 83.3
Verbal MWE 29 82.8
Named entity & terminology 112 77.7
Date 19 73.7
Domainspecific Term 18 83.3
Location 19 84.2
Measuring unit 21 76.2
Onomatopeia 15 53.3
Proper name 20 90.0
Negation 18 66.7
Non-verbal agreement 109 87.2
Coreference 35 88.6
Genitive 18 83.3
Personal Pronoun Coreference 13 92.3
Possession 27 81.5
Substitution 16 93.8
Punctuation 37 51.4
Quotation marks 37 51.4
Subordination 191 85.3
Adverbial clause 19 94.7
Cleft sentence 17 76.5
Contact clause 22 72.7
Indirect speech 19 89.5
Infinitive clause 19 84.2
Object clause 20 95.0
Pseudo-cleft sentence 19 78.9
Relative clause 39 89.7
Subject clause 17 82.4
Verb semantics 23 60.9
Verb tense/aspect/mood 3249 71.9
Conditional 20 70.0
Ditransitive - conditional I progressive 53 71.7
Ditransitive - conditional I simple 55 76.4
Ditransitive - conditional II progressive 56 48.2
Ditransitive - conditional II simple 54 77.8
Ditransitive - future I progressive 52 86.5
Ditransitive - future I simple 110 70.0
Ditransitive - future II progressive 55 34.5
Ditransitive - future II simple 51 29.4
Ditransitive - past perfect progressive 56 62.5
Ditransitive - past perfect simple 55 67.3
Ditransitive - past progressive 57 77.2
Ditransitive - present perfect progressive 57 75.4
Ditransitive - present perfect simple 51 80.4
Ditransitive - present progressive 55 85.5
Ditransitive - simple past 76 85.5
Ditransitive - simple present 50 84.0

phenomenon items acc

Gerund 25 80.0
Imperative 15 46.7
Intransitive - conditional I progressive 27 92.6
Intransitive - conditional I simple 28 96.4
Intransitive - conditional II progressive 27 66.7
Intransitive - conditional II simple 29 69.0
Intransitive - future I progressive 30 83.3
Intransitive - future I simple 68 91.2
Intransitive - future II progressive 28 53.6
Intransitive - future II simple 35 48.6
Intransitive - past perfect progressive 30 46.7
Intransitive - past perfect simple 35 71.4
Intransitive - past progressive 32 81.3
Intransitive - present perfect progressive 29 82.8
Intransitive - present perfect simple 29 72.4
Intransitive - present progressive 61 85.2
Intransitive - simple past 35 80.0
Intransitive - simple present 38 68.4
Modal 288 71.5
Modal negated 304 75.0
Reflexive - conditional I progressive 35 74.3
Reflexive - conditional I simple 34 64.7
Reflexive - conditional II progressive 34 58.8
Reflexive - conditional II simple 34 76.5
Reflexive - future I progressive 30 60.0
Reflexive - future I simple 68 54.4
Reflexive - future II progressive 34 41.2
Reflexive - future II simple 33 39.4
Reflexive - past perfect progressive 35 42.9
Reflexive - past perfect simple 34 67.6
Reflexive - past progressive 33 87.9
Reflexive - present perfect progressive 32 68.8
Reflexive - present perfect simple 34 79.4
Reflexive - present progressive 33 75.8
Reflexive - simple past 33 78.8
Reflexive - simple present 31 61.3
Transitive - future II progressive 30 36.7
Transitive - conditional I progressive 30 86.7
Transitive - conditional I simple 27 85.2
Transitive - conditional II progressive 28 89.3
Transitive - conditional II simple 25 80.0
Transitive - future I progressive 30 73.3
Transitive - future I simple 57 84.2
Transitive - future II simple 32 65.6
Transitive - past perfect progressive 28 89.3
Transitive - past perfect simple 28 71.4
Transitive - past progressive 44 70.5
Transitive - present perfect progressive 27 88.9
Transitive - present perfect simple 29 79.3
Transitive - present progressive 39 84.6
Transitive - simple past 38 89.5
Transitive - simple present 34 88.2
Verb valency 114 65.8
Case government 14 85.7
Catenative verb 18 83.3
Mediopassive voice 22 54.5
Passive voice 19 78.9
Resultative 19 63.2
Semantic roles 22 40.9

micro-average 4448 72.8
phen. macro-average 4448 73.2
categ. macro-average 4448 73.0

Table 4: Performance of the Occiglot English-German
model with regard to linguistically-motivated phenom-
ena
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Ondřej Bojar, Anton Dvorkovich, Christian Federmann,
Mark Fishel, Markus Freitag, Thamme Gowda, Ro-
man Grundkiewicz, Barry Haddow, Marzena Karpinska,
Philipp Koehn, Benjamin Marie, Christof Monz, Kenton
Murray, Masaaki Nagata, Martin Popel, Maja Popović,
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