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Abstract

This paper presents the submission of the Árni
Magnusson Institute’s team to the WMT24
General translation task. We work on the
English→Icelandic translation direction. Our
system comprises four translation models and
a grammar correction model. For training our
models we carefully curate our datasets, ag-
gressively filtering out sentence pairs that may
detrimentally affect the quality of our system’s
output. Some of our data are collected from
human translations and some are synthetically
generated. A part of the synthetic data is gener-
ated using an LLM, and we find that it increases
the translation capability of our system signifi-
cantly.

1 Introduction

We describe our submission to the 2024 WMT
general translation task. Large Language Mod-
els (LLMs) have become near-ubiquitous in the
field of Natural Language Processing (NLP) in the
last couple of years. They have shown remarkable
translation capabilities (see e.g. Xu et al., 2024a),
but require significantly larger computational re-
sources than previous neural MT (NMT) models,
both for training and inference. Most openly avail-
able LLMs are primarily trained on English texts
and may therefore need further training in order
to be able to translate from or into less-resourced
languages, such as Icelandic.

The ALMA models (Xu et al., 2024a) are LLM-
based translation models, built on LLaMA-2. They
have been trained to translate ten directions, in-
cluding English↔Icelandic. We explore the capa-
bilities of some of these models, the 7B and 13B
parameter versions of ALMA-R (Xu et al., 2024b),
and find that they generate very competitive trans-
lations as measured against the English–Icelandic
WMT21 test sets (Akhbardeh et al., 2021), espe-
cially from Icelandic into English. Unfortunately,
using our settings the translation speed was quite

slow (approximately one sentence per second) on
an NVIDIA A100 GPU card.

We are interested in building faster models so
we use the more traditional encoder-decoder Trans-
former architecture described in Vaswani et al.
(2017). We collect all parallel data available to us
for our language pair, generate additional synthetic
pairs using the ALMA-R 13B parameter model and
apply iterative back-translation using our own mod-
els. We apply filters to remove sentence pairs that
may have detrimental effects on the models output.

We train four Transformer models1 of varying
sizes and let each model generate five translation
candidates. A spelling and grammar checking
model is then applied to the translations to gen-
erate “corrected” versions of the sentences. Finally
the best candidate is selected from the pool of trans-
lations, corrected or not, using a reranking model.

We evaluate our models and approaches on the
WMT21 test set for English→Icelandic.

2 Related Work

We only submit a system for the
English→Icelandic translation direction. This
language pair was previously one of the pairs
for the WMT General Translation shared task
in 2021 but prior to that, limited work had been
published on MT for Icelandic. Brandt et al.
(2011) describe a rule-based system for translating
Icelandic→English, based on Apertium (Forcada
et al., 2011). Jónsson et al. (2020) was the first
published work describing SMT and NMT for
Icelandic. Since 2021 the WMT21 evaluation data,
as well as various parallel corpora projects, have
made it more accessible to train and evaluate MT
systems translating to or from Icelandic, and with
that the language has been included in various
research projects. We believe this is an indicator
of the importance of evaluation campaigns, such

1Models available at https://huggingface.co/
arnastofnun.

253

https://huggingface.co/arnastofnun
https://huggingface.co/arnastofnun


as the ones run in association with the WMT
conferences, for less prominent languages.

Our approach uses an ensemble of four differ-
ent translation models and a reranking model to
select the best candidate. This is a common ap-
proach, motivated by the intuition that different
systems may have different strengths. In recent
work, Toral et al. (2023) use this approach in their
experiments with literary translations. In their work
on bidirectional reranking, Imamura and Sumita
(2017) discuss reranking and ensembling for MT
in some detail. Examples from the period of statis-
tical MT include the work of Olteanu et al. (2006)
and Wang et al. (2007), describing language model-
based reranking on hypotheses generated by phrase-
based SMT systems.

3 Data Selection and Filtering

Various parallel data are available for the English–
Icelandic language pair. ParIce (Barkarson and
Steingrímsson, 2019) is partly a collection of par-
allel corpora available elsewhere, which has been
realigned and refiltered, and partly data compiled
for that project, the largest source being regula-
tory texts published in relation with the European
Economic Area (EEA) agreement. Data for the
English–Icelandic language pair were collected
within the Paracrawl project (Bañón et al., 2020),
CCMatrix (Schwenk et al., 2021), MaCoCu (Bañón
et al., 2022) and HPLT (Aulamo et al., 2023). Data
for the language pair are also available from mul-
tiple smaller datasets distributed on OPUS (Tiede-
mann and Thottingal, 2020). We utilize all these
datasets in training our models.

We also use synthetic data: Backtranslations
made available by Jónsson et al. (2022), transla-
tions generated using the ALMA-R 13B parame-
ter model and backtranslations generated by our
trained models. We describe these in more detail
in Section 3.3.

Khayrallah and Koehn (2018) show that incor-
rect translations, untranslated target text, misalign-
ments, and other noisy segments in training data
can have a detrimental effect on the quality of trans-
lations generated by NMT systems trained on that
data. By filtering our training data rather aggres-
sively, we try to minimize such noise.

3.1 ParIce

Even though care has been taken to realign and re-
filter data for the ParIce corpus, Steingrímsson et al.

(2023) show that it still contains noise, such as mis-
alignments and mistranslations, that may be detri-
mental when training NMT systems. They refilter
the data using a combination of approaches: Shal-
low filters based on simple heuristics, by using Bi-
cleaner (Sánchez-Cartagena et al., 2018; Ramírez-
Sánchez et al., 2020) and by employing classifiers
(support vector machine-based ones (Cortes and
Vapnik, 1995) had the best outcome) with a combi-
nation of scoring mechanisms, including LASER
(Artetxe and Schwenk, 2019), LaBSE (Feng et al.,
2022), NMTScore (Vamvas and Sennrich, 2022)
using the M2M100 multilingual translation model
(Fan et al., 2021), and WAScore, a word alignment-
based score devised to measure word-level paral-
lelism, introduced in Steingrímsson et al. (2021). In
Steingrímsson (2023) these data are processed fur-
ther by realigning the EEA texts in the ParIce cor-
pus using SentAlign (Steingrímsson et al., 2023).

As the basis for our training we use the ParIce
dataset, processed as described above, as well as
parallel data extracted from Wikipedia using the
comparable corpora mining approach described
in (Steingrímsson et al., 2021) and sentence pairs
extracted from version 9 of Paracrawl using the
filtering approaches described above and in Stein-
grímsson et al. (2023).

3.2 Filtering the OPUS Datasets

An overview of the data for Icelandic-English paral-
lel texts sourced from the OPUS catalog is provided
in Appendix A. This data, accounting for redundant
sentence pairs, amounts to 21.167.7082 sentence
pairs. At face value, this is a substantial amount of
available data. However, the quality of these par-
allel texts is not reliable, with noisy and incorrect
pairs being prevalent throughout most individual
datasets in the catalog. To remedy this, and thus
ensure that the data sourced via OPUS can be used
effectively in our project, we applied an aggressive,
sequential filtering process, with the goal of whit-
tling away the majority of the low-quality sentence
pairs.

Our sequential filtering process consists of ten
individual steps, most of which only remove sen-
tences from the data without modifying the content
of other sentences. The process is sequential, in
that the input of a filtering step is the output of the
previous filtering step. Furthermore, the order of

2This applies to the state of the OPUS catalog at the time
of development, i.e., April 2024.
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Figure 1: Each filtering step’s effect on OPUS dataset size

these steps is decided to ensure optimal processing
time of the filters so that computationally heavy fil-
tering steps process the least amount of data, which
minimizes run time. For a detailed overview of
each filtering step, see Appendix B.

The effects of each filtering step on the data
amount is shown in Fig. 1. To ensure that our
filtering methods affected our implementation pos-
itively, we intermittently added the output of the
filtering process to our training pipeline and eval-
uated the performance. In particular, we used this
approach to dial in the optimal LaBSE and NMT
score cutoffs in our filters.

The final output of our filtering process pro-
duces a relatively high-quality data set of 2.056.704
English-Icelandic sentence pairs (roughly 9.71% of
the original 21.167.708 raw sentence pairs sourced
from the OPUS catalog), which we then add to our
training data.

3.3 Synthetic Data
The dataset made available by Jónsson et al. (2022)
contains translations from Europarl, Newscrawl,
Wikipedia and the IGC. We perform a filtering step
similar to the one used applied on the OPUS data,
consisting of a length filter, removing all sentences
that have fewer than four word tokens and more
than 150, an overlap filter, removing all sentence
pairs that share 40% or more of word tokens, and

a symbol filter removing all sentence pairs where
more than 20% of characters in one of the sen-
tences is non-alphabetical. Furthermore we use
two scoring mechanisms for filtering, LaBSE, us-
ing a score threshold of 0.8, and NMTScore with a
threshold of 0.4. These scores are selected based
on the evaluation in (Steingrímsson et al., 2023).
After filtering, we are left with 4.4M sentence pairs
from this dataset.

We use the 13B parameter ALMA-R model to
translate English sentences from Newscrawl to Ice-
landic and Icelandic texts from the Icelandic Gi-
gaword Corpus (IGC) (Steingrímsson et al., 2018)
to English. The Icelandic texts are sampled from
three different subcorpora of the IGC, comprising
news, scholarly journals, and literary texts. For
each source sentence we generate five translations
and use LaBSE to select the two best ones, granted
that they exceed a threshold of a LaBSE score of
0.8 and pass through the three shallow filters de-
scribed above: length, overlap and symbol filters.
Our final set contains 8.9M sentence pairs trans-
lated from Icelandic to English and 700K sentence
pairs translated from English to Icelandic.

Finally, we do iterative back-translation. We use
the same training data as described above to train
models to translate texts from the IGC to English.
For the back-translations we use TransformerBIG
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model dmodel dff h Nenc Ndec

Base 512 2048 8 6 6
Basedeep 512 2048 8 36 12
Big 1024 4096 16 6 6
Bigdeep 1024 4096 16 36 12

Table 1: Model dimensions, heads and number of layers.

models (Vaswani et al., 2017), as described in Table
1. We use the same approach as before, generate
five translations for each sentence and use LaBSE
to select the two best ones, as long as they exceed
the threshold of 0.8 and are not filtered out by the
other filters. We do two iterations of translating
and training models in both translation directions
using backtranslated data. This results in a total of
approximately 60M sentence pairs.

3.4 Other Data

To decide which datasets to use, we trained
TransformerBASE models as described in Vaswani
et al. (2017) and evaluated the models using the
test set from WMT21. We started by training a
baseline system using the dataset described in Sec-
tion 3.1. We then added different datasets to the
baseline data, trained new systems and evaluated
them. If the new dataset seemed to improve the out-
put we used that for our final system. In addition
to previously described datasets we tried generat-
ing backtranslations using SMT and to add data
from a bilingual lexicon using token-pair training
as described by Jones et al. (2023). Table 2 shows
chrF scores (Popović, 2015) for our different exper-

Dataset chrF
Baseline 50.4
Baseline+lexicon 50.4
Baseline+OPUS 53.7
Baseline+Jónsson 53.5
Baseline+Jónsson+SMT 53.2
Baseline+Jónsson+ALMA 54.7
Baseline+Jónsson+ALMA+OPUS 55.1
Baseline+Jónsson+ALMA+OPUS+BT1 56.4
Baseline+Jónsson+ALMA+OPUS+BT2 56.8

Table 2: The table shows that when most of the datasets
in our experiments are added to the training data the
quality, as measured by chrF, increases. Exceptions to
that are the experiments with adding token-pairs from
an English-Icelandic lexicon and with using backtransla-
tions generated by an SMT system. These two datasets
are therefore not used in our final systems.

Dataset Sentence Pairs
Base 2,277,023
OPUS-filtered 2,056,704
Miðeind-BT 2,559,806
Miðeind-FT 1,837,945
ALMA-BT 8,927,720
ALMA-FT 700,253
IGC-BT-1 27,794,398
IGC-BT-2 33,465,175

Table 3: Datasets used for training and number of sen-
tence pairs in each dataset.

iments.
The total number of sentence pairs used for train-

ing is shown in Table 3

4 System Description

Our motivation for using multiple models is
twofold: First, we want to use models that are
computationally inexpensive to run and so we train
models that can run on one consumer grade GPU.
Second, systems of different sizes may have com-
plementary strengths and so training multiple sys-
tems and reranking the results may give us better
results than any one model.

We train four encoder-decoder Transformer mod-
els, all of which play a part in the translation
pipeline. Two of the models follow the exact ar-
chitecture described in Vaswani et al. (2017), i.e.
the ‘base’ and ‘big’ versions of the original Trans-
former model, while the other two are deeper, using
36 encoder layers and 12 decoder layers instead of
six. The difference between the four models is
shown in Table 1.

The outputs from the translation models un-
dergo two post-processing steps. First, they are
run through a grammatical error correction model,
a version of the byte-level sequence-to-sequence
model ByT5 (Xue et al., 2022) that has been fine-
tuned by Ingólfsdóttir et al. (2023) to correct
spelling errors in Icelandic as well as handling
more complex grammatical, semantic and stylistic
issues. Second, we fix punctuation errors which
translation models are prone to making when trans-
lating into Icelandic (mostly to do with quotation
marks, which are different in Icelandic and English)
as well as some that might be unique to our system,
such as their incapability to translate emojis. As
the grammatical error correction model proved too
aggressive for our purposes, merging and splitting
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model chrF
Base 56.8
Basedeep 57.1
Big 57.7
Bigdeep 57.7
Ensemble+COMETKIWI 58.3
Ensemble+error correction

+COMETKIWI 58.4
ALMA-R 7B 52.2
ALMA-R 13B 53.4

Table 4: chrF scores for each of our models, compared
with scores for the model ensembles and for the ALMA-
R models. The scores are calculated on the WMT21
evaluation set.

some sentences, normalizing informal language us-
age and hashtags, etc., we also revert some of the
changes it introduced.

Using the WMT21 test set we experiment with
an ensemble approach, using COMETKIWI-DA-
22 (Rei et al., 2022) to select the best sentence
out of 20 hypotheses made by the four models
(each model generates five hypotheses using beam
search with beam size 12). This raises the chrF
score to 58.3 for our evaluation set. On top of this
we add the spelling and grammar error correction,
which gives us a very modest increase in quality as
measured by chrF, shown in Table 4.

We investigate whether the COMETKIWI-DA-22
model prefers the output from some of the transla-
tion models over the others. Table 5 shows which
translation models generated the translations ulti-
mately chosen by the scoring model when exper-
imenting on the WMT21 evaluation set of 1000
sentences. While translations by the deeper model
are more likely to be selected, it is evident that
all models are contributing, with the final selec-
tion containing 753 translation generated by only
one model, and of these all models contribute over
150 translations each. 247 of the selected trans-
lations were generated by more than one model
(non-unique translations). An ensemble approach
thus seems to be likely to improve overall transla-
tion quality.

4.1 The pipeline

Basing our system on the most succesful approach
in our experiments, our translation pipeline consists
of three steps: First, using each of our four models,
we generate five translation hypotheses using beam

model Selected Unique
Base 293 158
Basedeep 347 186
Big 287 163
Bigdeep 419 246

Table 5: The number of sentences generated by each
model selected for the final output when translating the
WMT21 test set.

search for all source paragraphs, resulting in a total
of 20 candidates.

Furthermore, each paragraph is segmented into
sentences, s1, . . . , sn. For each sentence, every
model produces five hypotheses. These hypotheses
are evaluated using COMETKIWI-DA-22, and the
highest-scoring hypothesis is selected for each sen-
tence. The selected hypotheses are concatenated to
form a new paragraph. Finally, a single paragraph
is created by combining the best translation of each
sentence, leaving us with 25 translation candidates.

Each of these candidates is then corrected with
regard to grammar, spelling and style using the
ByT5 model described above.

These two steps, translating the source text and
correcting the translations, result in a total of 50
translation candidates. In order to find the best
candidate we use COMETKIWI-DA-22 to score all
candidates. The highest scoring one is the selected
translation of our system.

5 Results

We evaluate our system on the test data from
WMT21. As expected, the bigger models perform
better, but the best results are achieved by selecting
translations from an ensemble of differently trained
Transformer models. We use COMETKIWI-DA-22
to select the best translation out of 20 hypotheses
made by the four models, five hypotheses by each
using beam search with beam size 12. This raises
the chrF score to 58.3 and when we add error cor-
rection on top, the score is slightly higher, 58.4, as
shown in Table 4.

In the WMT24 general translation task, sys-
tems were evaluated using two automatic met-
rics, MetricX-23-XL (Juraska et al., 2023) and
COMETKIWI-DA-XL (Rei et al., 2023), as well as
by human evaluation. According to the automatic
metrics, reported in Kocmi et al. (2024), our model
is competitive among the open systems, although
four closed systems achieve better scores. Results
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System Name Type AutoRank ↓ MetricX ↓ CometKiwi ↑
Unbabel-Tower70B Closed 1.0 2.5 0.740
Claude-3.5 Closed 2.3 3.6 0.697
Dubformer Closed 2.5 3.4 0.685
IKUN Open 3.2 4.3 0.666
GPT-4 Closed 3.4 4.7 0.673
AMI Open 3.7 4.9 0.663
IKUN-C Constrained 3.7 4.9 0.657
TranssionMT Closed 4.2 5.5 0.653
ONLINE-B Closed 4.2 5.5 0.652
IOL-Research Open 4.3 5.7 0.655
ONLINE-A Closed 5.5 6.4 0.603
Llama3-70B Open 6.7 8.0 0.586
ONLINE-G Closed 6.9 7.9 0.573
CommandR-plus Closed 9.8 10.6 0.487
Mistral-Large Closed 10.4 10.9 0.465
Aya23 Open 15.2 14.9 0.311
Phi-3-Medium Closed 16.2 15.7 0.278
ONLINE-W Closed 18.1 19.5 0.296
TSU-HITs Constrained 19.2 18.4 0.192
CycleL Constrained 21.0 20.2 0.148

Table 6: Preliminary WMT24 General MT automatic ranking for English-Icelandic. Our system is in bold.

for the automatic metrics are shown in Table 6.

6 Conclusions and Future Work

We show that while Large Language Models have
become nearly ubiquitous in Natural Language Pro-
cessing, traditional encoder-decoder Transformer
models remain a viable approach to machine trans-
lation, particularly when computational efficiency
is a priority.

Nevertheless, our findings also reveal that inte-
grating LLMs can be advantageous during the train-
ing process. Specifically, ALMA-R 13B proved to
be an important part of our training pipeline, as the
synthetic data it generated increased the quality of
our translation systems.

Furthermore, our results indicate that while more
training data usually result in a better translation
system, low-quality data, such as the backtransla-
tions generated with an SMT system, can have a
detrimental impact on performance. Similarly, our
experiments with a bilingual lexicon using token-
pair training negatively affected the system’s out-
put. This may be due to a variety of reasons. Our
SMT system could probably be improved as well
as our approach to include data from a bilingual
lexicon in the training data. This warrants further
investigation.

Our filtering method, as described in Sections
3.2, 3.3 and Appendix B, has proven effective, even
though it may be argued that it is still somewhat
crude and more work into minimizing the loss
of useful sentence pairs and more effectively re-
move detrimental sentence pairs would very likely
improve the training data and in turn the transla-
tion models. For example, while we use LaBSE,
LASER and NMT to evaluate sentence pairs, we
apply individual cutoff values for each score. A
better approach could entail using a classifier to
combine all metrics for an optimal result.

Although currently impractical at production-
scale, genetic algorithms, as shown by Jon and
Bojar (2023) and Jon et al. (2023), show promising
results in generating translation candidates. Given
larger computational resources, similar approaches
might prove useful and await future study.
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A OPUS Texts

The parallel texts we sourced from the OPUS
catalog are listed in this section. The format of the
list is as follows:

Index. Name; version; sentence pairs

For brevity, the ELRC parallel text names are
abbreviated after the first entry in the list, with the
ditto symbol (‘"’) replacing the ‘ELRC’ part of the
name.

1. CCAligned; v1; 1,192,542
2. CCMatrix; v1; 8,723,145
3. ECDC; v2016-03-16; 2,512
4. ELRC-2718-EMEA; v1; 542,624
5. "-3206-antibiotic; v1; 816
6. "-4295-www.malfong.is; v1; 12,634
7. "-4324-Government_Offices_I; v1; 18,185
8. "-4327-Government_Offices_I; v1; 36,290
9. "-4334-Rkiskaup_2020; v1; 10,236
10. "-4338-University_Iceland; v1; 10,164
11. "-502-Icelandic_Financial_; v1; 1,525
12. "-504-www.iceida.is; v1; 1,055
13. "-505-www.pfs.is; v1; 2,866
14. "-506-www.lanamal.is; v1; 1,140
15. "-5067-SciPar; v1; 110,831
16. "-508-Tilde_Statistics_Ice; v1; 2,427
17. "-509-Gallery_Iceland; v1; 577
18. "-510-Harpa_Reykjavik_Conc; v1; 1,197
19. "-511-bokmenntaborgin_is; v1; 330
20. "-516-Icelandic_Medicines; v1; 711
21. "-517-Icelandic_Directorat; v1; 1,536
22. "-597-www.nordisketax.net; v1; 1,065
23. "-718-Statistics_Iceland; v1; 2,361
24. "-728-www.norden.org; v1; 41,073
25. "-EMEA; v1; 542,624
26. "-antibiotic; v1; 816
27. "-www.norden.org; v1; 41,073
28. "-www.nordisketax.net; v1; 1,065
29. EUbookshop; v2; 9,783
30. GNOME; v1; 28,776
31. HPLT; v1; 2,148,876
32. KDE4; v2; 98,989
33. MaCoCu; v2; 267,366
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34. MultiCCAligned; v1; 1,192,537
35. MultiHPLT; v1; 2,148,855
36. MultiMaCoCu; v2; 267,366
37. MultiParaCrawl; v7.1; 2,392,423
38. NLLB; v1; 8,723,145
39. OpenSubtitles; v1; 7,138
40. OpenSubtitles; v2016; 1,359,224
41. OpenSubtitles; v2018; 1,569,189
42. ParIce; v1; 2,097,022
43. ParaCrawl; v7.1; 2,392,422
44. ParaCrawl; v8; 5,724,373
45. ParaCrawl; v9; 2,967,579
46. QED; v2.0a; 27,611
47. TED2020; v1; 2,430
48. Tatoeba; v2; 8,139
49. Tatoeba; v20190709; 9,436
50. Tatoeba; v2020-05-31; 9,438
51. Tatoeba; v2020-11-09; 9,440
52. Tatoeba; v2021-03-10; 9,443
53. Tatoeba; v2021-07-22; 9,443
54. Tatoeba; v2022-03-03; 9,522
55. Tatoeba; v2023-04-12; 9,600
56. TildeMODEL; v2018; 420,712
57. Ubuntu; v14.10; 2,155
58. WikiMatrix; v1; 85,992
59. WikiTitles; v3; 50,176
60. XLEnt; v1; 962,661
61. XLEnt; v1.1; 962,661
62. XLEnt; v1.2; 962,661
63. bible-uedin; v1; 62,163
64. wikimedia; v20190628; 581
65. wikimedia; v20210402; 2,625
66. wikimedia; v20230407; 4,471

B Filtering steps

Filter 1. Sentence length
Sentences should contain at minimum four charac-
ters and at maximum 150 characters.

Filter 2. High inter-pair content overlap
Sentence pairs where the content of the source and
target sentences are highly similar should be re-
moved from the dataset.

Filter 3. Character symbol filtering
All characters in the English and Icelandic alpha-
bets (along with punctuation and numbers) desig-
nated as a set of allowed characters. Sentences con-
taining less than 60% of these characters removed
from the data and all characters outside the allowed

set removed from the remaining sentences.3

Filter 4. LaBSE scoring
We use score each sentence pair using LaBSE
(Feng et al., 2022) and remove all sentences with a
score lower than 0.84.

Filter 5. Language detection
We use various language detection software to
gauge whether both the source and target sen-
tences are in the correct language. The software
we used was fasttext (Joulin et al., 2016), franc
(Wormer, 2024), lingua (Stahl, 2024) and langde-
tect (Nakatani, 2010).

Filter 6. Similar dataset pairs
As a safeguard, we remove any duplicate entries
of our dataset if, for any reason, there remain du-
plicate instances after the previous filters. In our
final experiment, this was rendered redundant, but
was required in previous iterations and may prove
useful in future iterations.

Filter 7. Near-duplicate dataset pairs
Sentences are compared by removing content-
specific words that are likely proper names and
dates, etc., and comparing the remainder.

Filter 8. Likely machine-translated target sen-
tences
A GPT-2 (Radford et al., 2019) classifier is used
to evaluate whether a given target sentence is
machine-translated, based on a 10.000 sentence
hand-evaluated reference set. If this is true for
the target sentence, that pair is removed from the
dataset.

Filter 9. Existing datasets
As a final safeguard check, we remove any sentence
pair that we already have on file in other datasets,
as touched on in section 3.2.

Filter 10. NMTScore cross-likelyhood 0.4
Finally, we use a translation cross-likelyhood
NMTScore (Vamvas and Sennrich, 2022) to de-
termine the translation quality of a given sentence
pair. This step is computationally heavy and was
therefore saved for last. Our experiments suggest
that 0.4 is a suitable cutoff for our dataset.

3This is the last filtering step that inherently modifies the
content inside individual sentences.

4This is a higher cutoff than the original LaBSE authors
suggest to use, but our experiments suggets it better suits our
data.
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