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Abstract

This paper presents the submission from Global
Tone Communication Co., Ltd. and Dalian Uni-
versity of Technology for the WMT24 shared
general Machine Translation (MT) task at the
Conference on Empirical Methods in Natural
Language Processing (EMNLP). Our partici-
pation encompasses two language pairs: En-
glish to Japanese and Japanese to Chinese. The
systems are developed without particular con-
straints or requirements, facilitating extensive
research in machine translation. We emphasize
back-translation, utilize multilingual transla-
tion models, and apply fine-tuning strategies
to improve performance. Additionally, we in-
tegrate both human-generated and machine-
generated data to fine-tune our models, leading
to enhanced translation accuracy. The auto-
matic evaluation results indicate that our sys-
tem ranks first in terms of BLEU score for the
Japanese to Chinese translation.

1 Introduction

In this study, we employ fairseq (Ott et al., 2019)
as our development framework and adopt the trans-
former (Vaswani et al., 2017) as the main architec-
ture. The primary ranking index for the submitted
systems is BLEU (Papineni et al., 2002), which
also serves as the evaluation metric for our transla-
tion system via sacreBLEU1, consistent with our
methodology from the previous year.

For data preprocessing, we conduct punctuation
normalization, tokenization, and Byte Pair Encod-
ing (BPE) (Sennrich et al., 2015) across all lan-
guages involved. Furthermore, we applied a true-
case model for English, tailored to the specific lin-
guistic features of each language. Regarding tok-
enization, we utilize Jieba2 for Chinese, Mecab3

for Japanese, and the Moses tokenizer.perl (Koehn
∗Corresponding Author

1https://github.com/mjpost/sacrebleu
2https://github.com/fxsjy/jieba
3https://github.com/taku910/mecab

et al., 2007) for English. Additionally, we incorpo-
rate knowledge-based rules along with a language
model to cleanse parallel data, monolingual data,
and synthetic data.

For the multilingual translation model, we con-
solidate all languages into a single model and en-
hance it with an English to Chinese parallel corpus
to enrich the language information.

The remainder of this paper is structured as fol-
lows: Section 2 discusses the translation task and
provides dataset statistics. Section 3 describes
our baseline systems and introduces the proposed
multilingual translation model. The data selection
methodology is elaborated in Section 4. Section 5
presents experiments conducted on all translation
directions, addressing data filtering, model archi-
tectures, back-translation, joint training strategies,
adaptations of the multilingual model, fine-tuning,
data selection, and ensemble decoding. Section
6 analyzes the results, offering insights into the
efficacy of various techniques. Finally, Section 7
concludes the paper.

2 Task Description

This task focuses on bilingual text translation, with
the provided data elaborated in Table 1, which in-
cludes both parallel and monolingual data. For the
English-Japanese directions, the primary sources
of parallel data include WikiMatrix (Schwenk et al.,
2019), CCAligned (Rozis and Skadin, š, 2017),
JESC (Pryzant et al., 2017), JParaCrawl v3.0 (Mor-
ishita et al., 2022), LinguaTools-WikiTitles (Tiede-
mann, 2012), News Commentary v16, and XLEnt
(Tiedemann, 2012). For the Japanese-Chinese di-
rection, the main parallel data is sourced from
CCAligned, JParaCrawl, LinguaTools-WikiTitles,
News Commentary v16, WikiMatrix, and XLEnt.
Monolingual data comprises News Crawl (Kocmi
et al., 2022) in English, Japanese, and Chinese;
News Commentary in English, Japanese, and
Chinese; and Europarl v10 in English. We uti-
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Language Number of Sentences
en-ja parallel data 85.2M
ja-zh parallel data 14.4M
en monolingual data 168M
ja monolingual data 22.8M
zh monolingual data 23.9M
en-ja development set 1000
ja-zh development set 1012

Table 1: Task Description

lized the provided development set from new-
stest2020 for English-Japanese and the FLoRes101
(NLLB Team, 2022) dataset for Japanese-Chinese.

3 Bilingual Baseline Model and
Multilingual Translation Model

To establish a robust baseline for comparison
with the multilingual model, we utilize the
transformer_wmt_en_de as our bilingual baseline
model, consisting of 24 encoder layers and 24 de-
coder layers. The multilingual translation model
is designed to closely resemble the GTCOM2023
(Zong, 2023) model, referred to as the X to X
model. To achieve superior translation quality,
we include the English-Chinese parallel corpus as
the primary auxiliary language pair to enhance lin-
guistic information. We train a single multilingual
model that encompasses all translation directions
while applying joint Byte Pair Encoding (BPE) sep-
arately for all languages.

4 Data Selection

Similar to the last year, we use source test sets to
train a text classification model based on RoBERTa
(Liu et al., 2019). Specifically, we treat the in-
domain test set as positive examples and select an
equivalent amount of sentence pairs from the out-
of-domain test set as negative examples. We fine-
tune RoBERTa on this labeled dataset to develop a
binary classifier capable of effectively distinguish-
ing between in-domain and out-of-domain data.
This classifier aids in selecting domain-specific
training data from the general training corpus, with
the chosen in-domain training data subsequently
used to fine-tune the multilingual neural machine
translation model.

Additionally, we also use prompt learning to
explore an alternative data selection method. We
develop a prompt template and leverage the gen-

erative capabilities of Meta-Llama-3-8B-Instruct 4

to create a domain classifier using loRA (Hu et al.,
2021). The prompt template mirrors that used in
GTCOM2023 from the last year, shows in Table
2. Specifically, we extract 800 sentences from the
development set which belong to the news, social,
e-commerce, or conversation domains. We manu-
ally select 200 sentences from the training set that
do not match these domains or are of inferior qual-
ity, categorizing them as "other." We then utilize
these 1,000 labeled examples to fine-tune the Meta-
Llama-3-8B-Instruct model in loRA. The resulting
prompt-based classifier effectively differentiates
between domains in the training data. Sentences
predicted as "News," "Social," "E-commerce," and
"Conversation" are classified as in-domain data,
while those labeled as "Other" are considered out-
of-domain data.

5 Experiment

This section outlines the step-by-step experiments
we conducted, with the entire workflow depicted in
Figure 1.

• Data Filtering: The data filtering techniques
largely replicate those utilized last year, incor-
porating human rules, language models, and
repetition cleaning.

• Baseline: Our baseline is constructed using
the transformer big architecture, which com-
prises 24 encoder layers and 24 decoder lay-
ers.

• Back-translation: We employ the best trans-
lation model to translate target sentences back
to the source side, cleaning synthetic data us-
ing a language model. This process includes
translating each language pair featured in the
multilingual translation model. We combine
the cleaned back-translation data with parallel
sentences and train the multilingual transla-
tion model accordingly.

• Joint Training: We repeat the back-
translation step using the optimal model until
no further improvements are observed.

• Multilingual Translation Model: A single
model is trained for all translation directions,
with each direction utilizing joint BPE and a

4https://huggingface.co/meta-llama/Meta-Llama-3-8B-
Instruct
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Instructions

Please determine the domain to which the given sentence belongs based on the
following criteria.
1. Sentence Correctness: If the sentence is incomplete, incoherent, or grammatically
incorrect, label it as "Other" domain. If the sentence is complete, fluent, and
grammatically correct, proceed to the next step.
2. Domain Identification: Analyze the content of the sentence to identify the possible
domain it belongs to. Consider the following domains: News, Social, E-commerce,
Conversation, and Other. If the sentence shows clear indications of being from a
specific domain, label it accordingly, otherwise label it as "Other" domain.
Please label the sentence with the appropriate domain:
- If the sentence is from the News domain, label it as "News".
- If the sentence is from the Social domain, label it as "Social".
- If the sentence is from the E-commerce domain, label it as "E-commerce".
- If the sentence is from the Conversation domain, label it as "Conversation".
- If the sentence does not fit any specific domain or is incorrect, label it as "Other".

Sentence Sunday Best: Enter 1880s New York in HBO’s "The Gilded Age"
Domain News

Table 2: Prompt Template.

Figure 1: The work flow of GTCOM machine translation competition systems

shared vocabulary. The multilingual transla-
tion model consists of 24 encoder layers and
24 decoder layers, employing the transformer
big architecture.

• Fine-tuning: The multilingual translation
model is fine-tuned for each direction and bi-
direction separately. For instance, we fine-
tuned en2ja and ja2en on the multilingual
translation model and fine-tuned en2ja on the
multilingual translation model for English to
Japanese separately.

• Data Selection: The model described in the
Data Selection section is employed to choose
a domain-specific training dataset, which is
then fine-tuned on the multilingual translation

model.

• Ensemble Decoding: We utilize the GMSE
Algorithm (Deng et al., 2018) to select models,
aiming for optimal performance.

6 Results and Analysis

Table 3 displays the BLEU scores evaluated on
the development set for English to Japanese and
Japanese to Chinese. As indicated in the table,
back-translation remains the most effective data
augmentation technique for enhancing translation
quality from a data perspective. The multilingual
translation model also demonstrates significant im-
provements across all translation directions. As
shown in Table 4, our prompt learning strategy is
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Model en2ja ja2zh
Baseline 26.36 15.07
+ Back-translation 27.26 20.75
Multilingual Translation Model 26.50 15.20
+ Back-translation 27.40 21.24
+ Bilingual Fine-tuning 27.51 21.34
+ Single Fine-tuning 27.22 20.98
Ensemble Decoding 27.95 22.21

Table 3: BLEU scores for English to Japanese and
Japanese to Chinese. Values are calculated based on
word counts.

Direction BLEU BLEU with DS
en-ja 39.2 39.7
ja-zh 32.9 32.3

Table 4: The final online automatic evaluation BLEU
with/without prompt learning in data selection.

still able to improve the BLEU score on the direc-
tion of English to Japanese, but there was some
decline in the Japanese-to-Chinese direction.

7 Conclusion

This paper introduces the neural machine transla-
tion systems developed by GTCOM and DLUT
for the WMT24 shared general MT task. We ap-
ply three primary techniques to enhance translation
quality: back-translation, a multilingual translation
model, and fine-tuning accompanied by data selec-
tion. Through these methods, we achieve notable
improvements in automatic evaluation metrics, as
illustrated in Table 5.
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