
Proceedings of the Ninth Conference on Machine Translation, pages 185–204
November 15-16, 2024 ©2024 Association for Computational Linguistics

TOWER-V2:
Unbabel-IST 2024 Submission for the General MT Shared Task

Ricardo Rei∗1 , José Pombal∗1,2,4 , Nuno M. Guerreiro∗1,2,4,5 , João Alves∗1 , Pedro H. Martins∗1
Patrick Fernandes2,3,4 , Helena Wu1 , Tania Vaz1 , Duarte M. Alves2,4 , Amin Farajian1

Sweta Agrawal2 , Antonio Farinhas2,4 , José G.C. de Souza1, André F. T. Martins1,2,4
1Unbabel

2Instituto de Telecomunicações 3Carnegie Mellon University
4Instituto Superior Técnico & Universidade de Lisboa (Lisbon ELLIS Unit)

5MICS, CentraleSupélec, Université Paris-Saclay

Abstract

In this work, we present TOWER-V2, an im-
proved iteration of the state-of-the-art open-
weight TOWER models, and the backbone of
our submission to the WMT24 General Trans-
lation shared task. TOWER-V2 introduces key
improvements including expanded language
coverage, enhanced data quality, and increased
model capacity up to 70B parameters. Our final
submission combines these advancements with
quality-aware decoding strategies, selecting
translations based on multiple translation qual-
ity signals. The resulting system demonstrates
significant improvement over previous versions,
outperforming closed commercial systems like
GPT-4O, CLAUDE-SONNET-3.5, and DEEPL
even at a smaller 7B scale.

1 Introduction

Large Language Models (LLMs) are making
strides towards becoming the de facto solution for
multilingual machine translation (MMT). Many
works have shown that it is possible to adapt
LLMs for translation and achieve state-of-the-art
results (Zhang et al., 2023; Wei et al., 2023; Alves
et al., 2023; Reinauer et al., 2023; Zhu et al., 2024).

One such example is our recent work on
TOWER (Alves et al., 2024), which demonstrates
that open NMT models like NLLB200 can be
outperformed by adapting an LLM to transla-
tion. Specifically, we continue the pre-training of
LLaMA-2 (Touvron et al., 2023) on both monolin-
gual and parallel data, and fine-tune the resulting
model on high-quality instructions covering several
MT-related tasks. This approach requires much
less parallel training data than traditional NMT and
preserves the general capabilities of the LLM to
respond to various prompts.

For the WMT24 General Translation
task (Kocmi et al., 2024a), we enhance TOWER

by significantly improving its training data, by
∗Core Contributor. � ai-research@unbabel.com

extending its language support from 10 to 15
languages — including low-resource ones like
Icelandic —, and by scaling the underlying model
to 70 billion parameters. Furthermore, because
the WMT24 General Translation task focuses on
paragraph-level translation instead of sentence-
level, we also experiment with full-document
translation and longer contexts, where TOWER

originally struggled. These key improvements
result in TOWER-V2 7B and 70B.

For our primary submission, we combine
TOWER-V2 70B with Quality-Aware Decoding
(QAD) strategies (Fernandes et al., 2022), such as
Minimum Bayes Risk decoding (MBR) and Tuned
Reranking (TRR). These techniques use reward
models during inference to select the best candi-
date from a set of generated samples, enhancing
the overall output quality.

We report our results, including the human eval-
uation and final submission, in Section 5. By out-
performing strong commercial systems like GPT-
4, CLAUDE-SONNET-3.5, and DEEPL across the
board, TOWER-V2 — even at 7B parameters —
challenges the belief that in MMT there must be
a trade-off in performance between high- and low-
resource language pairs (Fernandes et al., 2023).

Our contributions are:

• We show that expanding from 10 to 15 lan-
guages maintains the quality of translations
for the initial 10 and significantly improves
the newly added languages.

• We significantly improve the paragraph- and
document-level translation capabilities of the
previous TOWER.

• We demonstrate that scaling the model from 7
to 70B parameters yields improvements, indi-
cating that increased capacity benefits not only
general LLM abilities but also task-specific
performance.
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• We analyze the impact of QAD on larger
models than those studied by Fernandes et al.
(2022), showing that MBR decoding outper-
forms TRR according to both automatic met-
rics and human evaluation.

2 Overview of the Shared Task

The primary aim of the general machine transla-
tion shared task is to evaluate the ability of vari-
ous models to translate across different domains,
genres, and possibly modalities (e.g., speech).
This year’s shared task, compared to previous
editions, emphasizes English→X (en→xx) and
Non-English→Non-English (xx→yy) language
pairs.1

The WMT24 test sets include source sentences
from four domains: news articles, social media
posts, speech (machine-generated transcripts), and
literary texts. Additionally, all test sets from this
year are focusing on the paragraph level rather than
sentence-level.

Throughout this paper we will evaluate several of
our models using both automatic and human eval-
uation; yet, for the shared task only primary sub-
missions are evaluated, and final results are based
solely on human evaluation using the ESA proto-
col (Kocmi et al., 2024c).

3 TOWER-V2: A New Translation LLM

We create TOWER-V2 by improving upon the orig-
inal TOWER recipe: continued pre-training of a
base model on a multilingual dataset with billions
of tokens and subsequent supervised fine-tuning
for translation-related tasks.

We focus on three key areas: 1) careful refine-
ment of the training data; 2) expansion of language
coverage to support all of the shared task’s lan-
guages; 3) scaling up model capacity.

Improving the training data. To enhance the
general translation capabilities of TOWER, we
mainly focus on improving the quality of its train-
ing data, be it for translation, post-translation, or
general instructions.

For continued pre-training (CPT), we train on
monolingual data from sources of superior quality,
and apply more aggressive quality and length filters
on the parallel data.

1The complete list of language pairs for this year’s task
includes: Czech→Ukrainian, Japanese→Chinese, and En-
glish→Chinese, Czech, German, Hindi, Icelandic, Japanese,
Russian, Spanish (Latin America), Ukrainian

Regarding the supervised fine-tuning (SFT)
phase, we use data created by humans — similarly
to the previous version of TOWER— and introduce
high-quality synthetic data. Human translations are
sourced from well-known translation benchmarks.
We go beyond simple sentence-level translation by
transforming sentence-level to document-level data
or into multi-parallel translation data (translating
a single source sentence into multiple languages).
When language variants are available, we include
them in the training prompt (e.g. Chinese (sim-
plified) vs Chinese (Taiwan)). All datasets were
carefully filtered2 and converted to instructions us-
ing a diverse set of templates.

Improving post-translation data and general
instructions. Data from tasks like APE, MQM
evaluation, and translation ranking are carefully
filtered using several quality signals. Similarly to
XTOWER (Treviso et al., 2024), APE and MQM
evaluation always expect the model to return a
“translation correction,” so we always ensure that
the post-edition (PE) is deemed better than the orig-
inal translation according to several metrics. For
translation ranking, we choose only samples where
there is significant alignment between human an-
notations and automatic metrics.

Like in the previous TOWER version, we aim to
build a model that adheres to different prompts and
can work as a general multilingual LLM. Thus, we
include filtered and adapted multilingual general-
purpose instruction data from publicly available
high quality datasets such as AYA (Singh et al.,
2024).

Going from 10 to 15 Languages. We extend
the language support of TOWER-V2 to Czech, Ice-
landic, Hindi, Ukrainian, and Japanese by adding
training data of these languages to both CPT and
SFT stages. For CPT, we add monolingual and par-
allel training data, increasing the total number of
training tokens considerably. Aside from to-/from-
English language pairs, we also include Czech-
Ukrainian and Japanese-Chinese (and vice-versa)
parallel data. In the SFT stage, we mostly add
translation data for the new language pairs.

More Paragraphs/Documents. In addition to
the sentence-level parallel data we also add parallel
documents to the CPT stage. For SFT, we sam-
ple high quality monolingual documents and per-

2We found low-quality translations even on datasets built
by professionals.
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WMT24
Model en→de en→es en→cs en→ru en→uk en→is en→ja en→zh en→hi cs→uk ja→zh

Baselines
NLLB-54B 7.23 9 7.05 9 8.63 9 7.51 9 8.42 8 9.66 9 5.46 8 10.18 8 4.31 6 4.16 7 11.33 9
GPT-4O 1.41 6 1.57 7 1.48 6 1.39 6 1.42 6 2.31 7 1.04 5 1.65 5 1.19 4 0.94 4 3.42 6
CLAUDE-SONNET-3.5 1.33 5 1.52 6 1.34 5 1.27 5 1.30 5 2.19 6 0.95 4 1.53 4 1.14 3 0.86 3 3.11 4
DEEPL 1.81 8 2.10 9 1.71 7 2.21 8 1.44 6 — 3.95 7 2.22 7 — 1.40 5 7.36 9

TOWER
TOWER-V1 13B 1.61 7 1.67 8 — 1.64 7 — — — 1.82 6 — — —
TOWER-V2 7B 1.41 6 1.42 5 1.39 5 1.41 6 1.36 5 1.90 5 1.10 5 1.71 5 1.57 5 0.82 3 3.66 7
TOWER-V2 70B 1.26 4 1.33 4 1.27 4 1.18 4 1.16 4 1.70 4 0.93 4 1.52 4 1.55 5 0.81 3 3.27 5

TOWER + QAD
TOWER-V2 70B+MBR 0.93 2 0.96 2 0.83 2 0.80 2 0.72 2 1.20 2 0.71 2 1.20 2 0.97 2 0.61 2 2.64 2
TOWER-V2 70B+TRR 1.07 3 1.05 3 0.96 3 0.91 3 0.87 3 1.27 3 0.82 3 1.27 3 1.07 3 0.59 1 2.88 3
TOWER-V2 70B 2-step 0.91 1 0.94 1 0.77 1 0.76 1 0.70 1 1.14 1 0.68 1 1.17 1 0.94 1 0.57 1 2.59 1

Table 1: Translation quality (via METRICX-QE-XXL) on the WMT24 test set. TOWER-V2 with MBR/TRR ranks
first across all language pairs. Even with Greedy decoding TOWER-V2-70B still ranks above other strong systems
like CLAUDE-SONNET-3.5, GPT-4O and DEEPL except in en→hi and ja→zh where CLAUDE-SONNET-3.5 has
similar scores.

formed full document translations using previous
TOWER models while controlling for translation
quality using COMETKIWI (Rei et al., 2022). At
the end, we are left with more data for document-
level than segment-level, further contributing to im-
proved performance on paragraph- and document-
level translation.

Model suite. TOWER-V2 now comes in two
sizes: a 7B parameter model based on MISTRAL-
7B (Jiang et al., 2023) and a larger 70B model
based on LLAMA-3-70B (AI@Meta, 2024).

4 Quality-aware decoding with
TOWER-V2

On LLM-based MT, translations are typically gen-
erated through lightweight decoding strategies such
as greedy or nucleus sampling. Nevertheless, strate-
gies informed by quality metrics such as Minimum
Bayes Risk Decoding (MBR) and Tuned Rerank-
ing (TRR) consistently perform better compared
to other methods (Fernandes et al., 2022; Freitag
et al., 2022; Nowakowski et al., 2022; Farinhas
et al., 2023). As such for our submission, we ex-
periment with MBR and TRR. For both methods,
we use a candidate pool of 100 samples and ϵ-
sampling (Freitag et al., 2023a) with ϵ = 0.02, and
COMET22 as the target objective. For TRR, we use

the WMT23 test set for tuning the weights3. The
translation quality features used include: model
log probabilities, COMET-QE-20, COMETKIWI22,
COMETKIWI-XL, and XCOMET-QE-XL.

To leverage the strengths of both approaches, we
also experiment with a second step of refinement.
After obtaining translations from both MBR and
TRR, we select the TRR translation only if all qual-
ity features (except the model log probabilities)
agree that the TRR translation is better than the
MBR translation; otherwise, we retain the MBR
translation4.

5 Experimental Setup

5.1 Evaluation Setup

During the development of TOWER-V2, we used
WMT23 as our validation set. For our final analy-
sis, we use WMT24 test set source sentences and
report only QE metrics: COMETKIWI-XXL (Rei
et al., 2023), METRICX-QE-XXL (Juraska et al.,
2023), and XCOMET-QE-XXL (Guerreiro et al.,
2023). Additionally, we add the official preliminary
results to the Appendix which include METRICX
(reference-based) (Kocmi et al., 2024b).

We use evaluation metrics to develop and op-

3We sample 5000 sentences from the WMT23 test set to
train the weights more efficiently.

4According to both automatic and human evaluation (Table
2 and Table 3 respectively) results of MBR translations are
generally better.
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en→xx xx→yy

Models METRICX ↓ XCOMET↑ COMETKIWI ↑ METRICX ↓ XCOMET↑ COMETKIWI ↑
Baselines
NLLB-54B 7.61 7 66.90 7 57.01 7 7.74 8 48.21 6 56.14 7
GPT-4O 1.50 6 83.74 6 77.04 5 2.18 5 70.44 2 76.19 4
CLAUDE-SONNET-3.5 1.40 5 84.85 5 78.09 4 1.98 4 69.73 2 76.77 4
DEEPL — — — 4.38 6 56.19 4 68.33 6

TOWER
TOWER-V2 7B 1.48 5 83.77 5 77.02 5 2.24 5 67.44 4 75.86 4
TOWER-V2 70B 1.32 4 84.87 4 78.29 4 2.04 4 69.20 3 76.70 4

TOWER + QAD
TOWER-V2 70B+MBR 0.92 2 88.78 2 81.39 3 1.62 2 69.88 2 78.28 2
TOWER-V2 70B+TRR 1.03 3 87.95 3 82.13 2 1.73 2 71.95 1 79.38 2
TOWER-V2 70B 2-step 0.89 1 89.25 1 82.54 1 1.58 1 70.85 2 79.69 1

Table 2: Translation quality aggregated by language pairs on the WMT24 test set (without testsuites). We omit
DEEPL from the en→xx averages because it does not support two language pairs. All metrics are their XXL variant.

timize our models (e.g., using MBR and/or TRR
during inference), with the exception of metrics of
the METRICX family. Thus, to mitigate potential
biases, we report METRICX-QE-XXL as our main
evaluation metric and conduct human evaluation
for English→German and English→Chinese. For
the human evaluation, we use SQM quality levels
with full document context. The annotators are in-
house expert linguists familiar with evaluating MT
outputs.

On Table 1, we report performance clusters
based on statistically significant performance gaps
at a 95% confidence threshold. On Table 2, we
create per-language groups for systems with simi-
lar performance, following Freitag et al. (2023b),
and obtain system-level rankings using a normal-
ized Borda count (Colombo et al., 2022), which is
defined as an average of the obtained clusters.

Regarding baselines, we report three commer-
cial systems, GPT-4O, CLAUDE-SONNET-3.5, and
DEEPL, along with an open-source NMT model,
NLLB 54B. While little is known about the com-
mercial systems, they show top performance on
the WMT23. All models are evaluated in a 0-shot
setting, unless stated otherwise.

5.2 Main Results

Table 1 shows our main results on English→X lan-
guage pairs according to METRICX-QE-XXL (↓).
Table 2 shows aggregated scores for English→X
and X→Y according to different metrics. From
Table 1, we observe that even the 7B model

en
→

uk

en
→

ja

en
→

cs

en
→

is

en
→

hi

en
→

zh

en
→

es

en
→

de

en
→

ru

0

5

10

15

▶ Improvements
come at no cost
for original LPs.

Added languages Original languages

Language Pair

∆
in

M
T

qu
al

ity
af

te
ra

dd
in

g
la

ng
ua

ge
s

Figure 1: Improvement in MT quality after adding new
languages to TOWER-V2; measured in negative MET-
RICX-XXL-QE so taller bars equate to better quality.

with greedy decoding outperforms, or is on par,
with the best baseline, CLAUDE-SONNET-3.5, for
English→X. Scaling to 70B brings consistent im-
provements across all language pairs, and both
TRR and MBR decoding bring METRICX-QE-
XXL further down. Our final submission (2-step)
ranks first for all language pairs with statistical
significance.

5.3 Impact of Adding 5 Languages

To evaluate the impact of adding 5 languages, we
train two 7B models: one with the initial 10 lan-
guages of TOWER; another with the 10 languages
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Figure 2: Win rates margin by length of the tokenized
source of TOWER-V2-7B (squares) and TOWER-V2-
70B (triangles) against an older iteration that was not
trained on long-context translation training data. All
language pairs of the WMT23 dataset that intersect with
WMT24 are considered. We define a (sentence-level)
win if the delta between two systems is superior to
1× 10−3 METRICX-XXL points

plus Hindi, Japanese, Ukrainian, Czech, and Ice-
landic. The data distribution for CPT remains un-
changed, but we increase the number of training
tokens of the second model to accommodate the ad-
ditional languages. For SFT, we extend the dataset
by incorporating human-translated data from sev-
eral sources.

Figure 1 illustrates the absolute difference in 0-
shot translation quality between the two models.
As expected, the model with additional support per-
forms considerably better on the new languages5.
Perhaps more interestingly, its performance on the
initially supported languages — which is already
state-of-the-art (Table 1) — remains largely un-
changed.

5.4 Beyond sentence by sentence translation

Figure 2 compares the new versions of TOWER-V2
(7B and 70B) with an older TOWER version that
had yet to be trained on data specifically tailored
to improve long-context translation. Not only do
TOWER-V2 models vastly outperform the older
version, but the quality gap widens as source length
increases.

Further to this point, we created a paragraph-
level version of the WMT23 dataset, by joining

5We note that the initial version of TOWER has ability to
translate to other languages outside the supported ones, espe-
cially when given few-shot examples (Richburg and Carpuat,
2024) Still, their zero-shot performance is weak for languages
like Hindi or Icelandic, which are less represented in the pre-
training of the base models like LLaMA-2.

Decoding en→de en→zh

Batch 1
Greedy 85.43 84.11
TRR 87.16 85.55*
MBR 88.50* 85.47*

Batch 2
TRR — 68.55
MBR — 72.76*

Table 3: SQM quality evaluation for three different
decoding methods using TOWER-V2 70B. Numbers
marked with an asterisk (*) are statistically significant.
For English→Chinese, since the results of the first batch
were not significant, we conducted a second batch com-
parison between TRR and MBR.

segments of the same document into paragraphs
with at most 4 sentences. Results in Table 4 show
that our final models are considerably better at
translating paragraphs than their older counterpart.

5.5 Putting all together into 70B parameters

The gains from scaling up the number of parame-
ters are clear from Tables 1 and 2, where we show
that TOWER-V2-70B consistently outperforms all
baselines in all language pairs, except ja→zh. Cou-
pling TOWER-V2-70B with QAD methods yields
state-of-the-art results for all languages and met-
rics considered. Remarkably, Figure 2 shows that
the 70B model considerably improves upon its 7B
counterpart suggesting that the benefits of scal-
ing up are particularly noticeable when translating
longer sources.

5.6 Human Evaluation: Greedy vs TRR vs
MBR

To validate our findings with automatic metrics,
we conducted a small-scale human evaluation
for English→German and English→Chinese (Ta-
ble 3). In a first phase, linguists annotated 100
samples from TOWER-V2-70B with different de-
coding strategies on the WMT24 test. For both
language pairs, annotators scored greedy decoding
lower than the other two methods. While there was
a noticeable quality difference between MBR and
TRR for English→German, this distinction was
not evident for English→Chinese, with both de-
coding strategies achieving similar results. There-
fore, we conducted a second round of annotations
for English→Chinese, comparing only TRR with
MBR. This provided more concrete results that
favored MBR outputs.
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WMT23-Paragraphs
en→xx xx→yy

Models METRICX ↓ COMET ↑ CHRF ↑ METRICX ↓ COMET ↑ CHRF ↑
TOWER (older) 5.14 79.11 50.93 6.99 75.45 53.29
TOWER-V2-7B 2.72 84.45 54.35 1.87 87.57 61.36
TOWER-V2-70B 2.40 84.87 55.06 1.72 87.75 62.29

Table 4: Performance of different TOWER versions on our paragraph-level version of WMT23 (measured by
METRICX-XXL, COMET-22, and CHRF). TOWER (older) is a version prior to the interventions we ultimately made
on the training data of TOWER-V2 to make it better at translating longer sources. These changes led to major
improvements in paragraph-level translation for TOWER-V2-7B, which are further realized with TOWER-V2-70B.

5.7 Context-aware translation

en→xx

Models METRICX ↓ XCOMET↑
TOWER-V2-70B 0-shot 0.510 96.96
TOWER-V2-70B 5-shot 0.495 96.89

xx→en

TOWER-V2-70B 0-shot 1.051 94.84
TOWER-V2-70B 5-shot 0.766 95.54

Table 5: Translation quality of TOWER-V2-70B on the
development set of the WMT24 Chat Shared Task. Us-
ing a prompt that incorporates conversational context
(see Appendix A), the model provides high-quality trans-
lations, especially with examples (5-shot).

To evaluate TOWER-V2 in a different domain,
we tested it on chat translation data. In this domain,
the model translates a segment based on the con-
text of previous conversation turns. Ignoring this
context can result in subpar translations with pro-
noun mistakes and lexical inconsistencies (Läubli
et al., 2018; Toral et al., 2018). Table 5 shows that
TOWER-V2-70B excels at chat translation, even
without specific training for this task. Using the
prompt in Appendix A, which includes the con-
versation context, the model provides high-quality
translations, especially when given domain-specific
examples.

6 Conclusion

In this paper, we describe the joint submission
from Unbabel and IST to the WMT24 General MT
shared task. Our new model, TOWER-V2, signifi-
cantly improves upon previous versions by expand-
ing language coverage from 10 to 15 languages

and enhancing translation quality for longer para-
graphs. Our largest model, with 70 billion parame-
ters, combined with QAD strategies, achieved first
place on the WMT24 test set according to both
reference-free automatic evaluation, which we em-
ployed, and reference-based evaluation, as reported
in the preliminary results from the WMT24 orga-
nizers (Kocmi et al., 2024b).

Limitations

This paper highlights the key improvements in
TOWER-V2 compared to previous versions and
benchmarks it against other commercial state-of-
the-art systems like GPT-4O, CLAUDE-SONNET-
3.5, and DEEPL. However, our submission is "un-
constrained and closed," meaning the information
provided is not sufficient for full system replica-
tion. Furthermore, our comparisons primarily focus
on translation quality and do not consider factors
like inference speed, training budget, or model effi-
ciency.

We also disclose the number of parameters in
our models, from the 7B version to the final 70B
version, to facilitate a clearer understanding of their
scale. However, these comparisons with other sys-
tems do not account for differences in model pa-
rameters and other operational metrics.
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A Appendix

A.1 Metrics for QAD
The translation quality features used include:
model log probabilities, COMET-QE-206,
COMETKIWI227, COMETKIWI-XL8, and
XCOMET-QE-XL9.

A.2 Chat Translation Prompt
Given a source (SRC) to be translated from
SRC_LANG to TGT_LANG, and previous turns
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in a conversation between two agents (TURN_i),
the 0-shot prompt used was:

Context: <TURN_1>\n <TURN_2>. . . \n
<TURN_k>.\n\nTranslate the
<SRC_LANG>source text to <TGT_LANG>,
given the context.\n<SRC_LANG>:
<SRC>\n<TGT_LANG>:

When using five in-context examples, the prompt
is repeated six times separated by two new lines;
five times with a reference translation at the end,
and one times exactly as written above.

A.3 Further analysis on long-context
translation

Compared to the first version of TOWER, the ability
of TOWER-V2 to translate long sources has greatly
improved. Whereas the translation quality of latter
fell behind GPT-4 for longer sources, TOWER-V2-
70B is superior across the board compared to the
current best closed model for translation, CLAUDE-
SONNET-3.5. In fact, the performance gap tends to
widen as source length increases. TOWER-V2-7B
is also competitive for the first 4 quantiles of length,
but falls slightly behind on the last one.

q1 q2 q3 q4 q5
Source Length (in tokens) Quantile (q)

-10

-7

-5

-2

0

2

5

7

10

W
in

 M
ar

gi
n 

(%
) v

s 
C

la
ud

e-
So

nn
et

-3
.5

TOWER WINS

TOWER LOSES

0-20th length
percentile ~20 tokens ~60 tokens

WMT23

Figure 3: Win rates margin by length of the tokenized
source of TOWER-V2-7B (squares) and TOWER-V2-
70B (triangles) against CLAUDE-SONNET-3.5. All lan-
guage pairs of the WMT23 dataset that intersect with
WMT24 are considered. We define a (sentence-level)
win if the delta between two systems is superior to
1× 10−3 METRICX-XXL points

A.4 Preliminary Results from Kocmi et al.
(2024b)

See Tables 6 to 16 for the official automatic eval-
uation conducted by WMT 24 organizers. Our
submission, Unbabel-Tower70B, ranks first on all
language pairs and metrics.
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Czech-Ukrainian

System Name AutoRank ↓ MetricX ↓ CometKiwi ↑ Human evaluation?

Unbabel-Tower70B 1.0 0.9 0.719 ✓

Claude-3.5 § 1.7 1.0 0.683 ✓

IOL-Research 1.9 1.3 0.681 ✓

CommandR-plus § 1.9 1.3 0.677 ✓

GPT-4 § 2.0 1.4 0.677 ✓

Gemini-1.5-Pro 2.0 1.2 0.668 ✓

ONLINE-W 2.3 1.4 0.661 ✓

Mistral-Large § 2.3 1.6 0.666
IKUN 2.3 1.6 0.664 ✓

Aya23 2.5 1.9 0.665 ✓

TranssionMT 2.6 1.5 0.648
ONLINE-B 2.6 1.6 0.648
ONLINE-A 2.6 1.5 0.647

Llama3-70B § 2.6 2.0 0.661
ONLINE-G 2.8 1.8 0.639

CUNI-Transformer 3.0 2.0 0.639 ✓

IKUN-C 3.0 2.4 0.648 ✓

Phi-3-Medium § 9.1 6.5 0.425
BJFU-LPT † 11.5 7.6 0.321

CycleL 21.0 19.5 0.146

Table 6: Preliminary WMT24 General MT automatic ranking for Czech-Ukrainian.
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English-Czech

System Name AutoRank ↓ MetricX ↓ CometKiwi ↑ Human evaluation?

Unbabel-Tower70B 1.0 1.8 0.732 ✓

Claude-3.5 § 2.1 2.4 0.693 ✓

CUNI-MH 2.1 2.3 0.690 ✓

CUNI-GA 2.3 3.7 0.726 ✓

Gemini-1.5-Pro 2.6 2.8 0.678 ✓

GPT-4 § 2.6 2.9 0.682 ✓

IOL-Research 2.8 3.0 0.676 ✓

ONLINE-W 2.8 2.8 0.669 ✓

CommandR-plus § 2.9 2.9 0.669 ✓

SCIR-MT 3.2 3.3 0.664 ✓

TranssionMT 3.5 3.5 0.655
ONLINE-A 3.6 3.4 0.648

Mistral-Large § 3.7 3.6 0.647
IKUN 3.9 3.7 0.638 ✓

ONLINE-B 4.0 3.9 0.640
Llama3-70B § 4.1 4.0 0.640 ✓

Aya23 4.3 4.0 0.630 ✓

CUNI-DocTransformer 4.4 4.0 0.621 ✓

IKUN-C 4.7 4.3 0.618 ✓

CUNI-Transformer † 4.7 4.3 0.614
ONLINE-G 5.7 5.2 0.592

NVIDIA-NeMo † 7.6 6.5 0.536
Phi-3-Medium § 15.0 11.4 0.305

TSU-HITs 19.5 16.6 0.235
CycleL2 24.2 19.5 0.077

CycleL 27.0 22.5 0.031

Table 7: Preliminary WMT24 General MT automatic ranking for English-Czech.
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English-German

System Name AutoRank ↓ MetricX ↓ CometKiwi ↑ Human evaluation?

Unbabel-Tower70B 1.0 1.1 0.723 ✓

Dubformer 1.8 1.2 0.694 ✓

TranssionMT 1.8 1.4 0.699 ✓

GPT-4 1.8 1.4 0.700 ✓

ONLINE-B 1.8 1.4 0.698 ✓

Claude-3.5 1.9 1.4 0.695 ✓

CommandR-plus 2.0 1.4 0.696 ✓

Mistral-Large 2.0 1.5 0.694 ✓

Gemini-1.5-Pro 2.2 1.5 0.688 ✓

ONLINE-W 2.2 1.5 0.689
IOL-Research 2.3 1.6 0.692 ✓

Llama3-70B § 2.5 1.7 0.686 ✓

Aya23 2.7 1.8 0.680 ✓

IKUN 3.0 1.8 0.668 ✓

ONLINE-A 3.0 1.8 0.667
Phi-3-Medium § 3.4 2.0 0.657

ONLINE-G 3.5 2.1 0.662
IKUN-C 3.8 2.0 0.641 ✓

CUNI-NL 4.2 2.1 0.624

AIST-AIRC 7.2 3.3 0.551
NVIDIA-NeMo † 7.4 3.5 0.558

Occiglot 8.2 3.8 0.539
MSLC 11.9 4.4 0.390

TSU-HITs 13.3 5.6 0.395
CycleL2 27.0 11.5 0.091

CycleL 27.0 11.5 0.091

Table 8: Preliminary WMT24 General MT automatic ranking for English-German.
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English-Spanish

System Name AutoRank ↓ MetricX ↓ CometKiwi ↑ Human evaluation?

Unbabel-Tower70B 1.0 1.9 0.745 ✓

GPT-4 1.9 2.5 0.712 ✓

Dubformer 2.0 2.2 0.700 ✓

CommandR-plus 2.1 2.6 0.706 ✓

Claude-3.5 2.1 2.6 0.705 ✓

Mistral-Large 2.2 2.7 0.707 ✓

IOL-Research 2.3 2.8 0.701 ✓

Gemini-1.5-Pro 2.4 2.8 0.696 ✓

Llama3-70B § 2.6 3.0 0.693 ✓

ONLINE-B 2.7 3.1 0.690
ONLINE-W 2.7 3.0 0.682

TranssionMT 2.8 3.2 0.689
IKUN 2.8 3.3 0.687 ✓

Phi-3-Medium § 3.0 3.4 0.685
ONLINE-A 3.0 3.3 0.676

Aya23 3.1 3.5 0.681
ONLINE-G 3.2 3.6 0.674

IKUN-C 3.4 3.5 0.666 ✓

NVIDIA-NeMo † 4.5 4.4 0.631
Occiglot 5.9 5.4 0.583

MSLC 7.4 6.4 0.532 ✓

TSU-HITs 16.3 14.2 0.289
CycleL 24.0 20.9 0.072

Table 9: Preliminary WMT24 General MT automatic ranking for English-Spanish.
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English-Hindi

System Name AutoRank ↓ MetricX ↓ CometKiwi ↑ Human evaluation?

Unbabel-Tower70B 1.0 3.1 0.657 ✓

Claude-3.5 § 1.2 3.3 0.649 ✓

TranssionMT 1.3 3.3 0.644 ✓

ONLINE-B 1.4 3.3 0.641 ✓

Gemini-1.5-Pro § 1.6 3.6 0.635 ✓

GPT-4 § 2.1 4.5 0.628 ✓

IOL-Research 2.1 4.3 0.622 ✓

Llama3-70B § 2.1 4.6 0.630 ✓

CommandR-plus § 2.3 4.4 0.612
Aya23 3.2 5.4 0.591 ✓

ONLINE-A 3.5 6.2 0.590
ONLINE-G 4.2 7.4 0.583

Mistral-Large § 5.0 7.7 0.541
IKUN-C 5.5 7.1 0.499 ✓

NVIDIA-NeMo † 5.8 8.9 0.530

Phi-3-Medium § 7.4 10.7 0.483
IKUN 7.7 9.4 0.428

ONLINE-W 15.3 20.9 0.296
CycleL 20.0 23.4 0.083

Table 10: Preliminary WMT24 General MT automatic ranking for English-Hindi.
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English-Icelandic

System Name AutoRank ↓ MetricX ↓ CometKiwi ↑ Human evaluation?

Unbabel-Tower70B 1.0 2.5 0.740 ✓

Claude-3.5 § 2.3 3.6 0.697 ✓

Dubformer 2.5 3.4 0.685 ✓

IKUN 3.2 4.3 0.666 ✓

GPT-4 3.4 4.7 0.673 ✓

AMI 3.7 4.9 0.663 ✓

IKUN-C 3.7 4.9 0.657 ✓

TranssionMT 4.2 5.5 0.653
ONLINE-B 4.2 5.5 0.652

IOL-Research 4.3 5.7 0.655 ✓

ONLINE-A 5.5 6.4 0.603
Llama3-70B § 6.7 8.0 0.586 ✓

ONLINE-G 6.9 7.9 0.573

CommandR-plus § 9.8 10.6 0.487
Mistral-Large § 10.4 10.9 0.465

Aya23 § 15.2 14.9 0.311
Phi-3-Medium § 16.2 15.7 0.278

ONLINE-W 18.1 19.5 0.296
TSU-HITs 19.2 18.4 0.192

CycleL 21.0 20.2 0.148

Table 11: Preliminary WMT24 General MT automatic ranking for English-Icelandic.
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English-Japanese

System Name AutoRank ↓ MetricX ↓ CometKiwi ↑ Human evaluation?

Unbabel-Tower70B 1.0 2.0 0.762 ✓

ONLINE-B 1.4 2.4 0.750 ✓

Claude-3.5 1.5 2.3 0.744 ✓

Gemini-1.5-Pro 1.7 2.5 0.734 ✓

GPT-4 1.7 2.7 0.740 ✓

Team-J 1.9 2.9 0.740 ✓

NTTSU 1.9 2.6 0.731 ✓

CommandR-plus 1.9 2.7 0.730 ✓

IOL-Research 2.3 3.1 0.724 ✓

Aya23 2.3 3.1 0.719 ✓

Llama3-70B § 2.6 3.5 0.714 ✓

DLUT-GTCOM 2.6 3.0 0.697
Phi-3-Medium § 2.8 3.6 0.709

ONLINE-W 2.9 3.6 0.700
Mistral-Large § 2.9 3.8 0.707

ONLINE-A 3.0 3.6 0.699
IKUN 3.1 3.7 0.696

IKUN-C 3.9 4.3 0.669 ✓

ONLINE-G 6.4 6.6 0.599
AIST-AIRC 6.6 6.5 0.583

UvA-MT 6.7 6.7 0.589
NVIDIA-NeMo † 6.9 6.9 0.582

CycleL 24.0 22.4 0.101

Table 12: Preliminary WMT24 General MT automatic ranking for English-Japanese.
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English-Russian

System Name AutoRank ↓ MetricX ↓ CometKiwi ↑ Human evaluation?

Unbabel-Tower70B 1.0 2.4 0.742 ✓

Dubformer 1.9 2.8 0.701 ✓

Yandex 1.9 2.9 0.705 ✓

Claude-3.5 2.0 3.0 0.706 ✓

ONLINE-G 2.2 3.3 0.706 ✓

GPT-4 2.3 3.4 0.703 ✓

Gemini-1.5-Pro 2.3 3.2 0.697 ✓

CommandR-plus § 2.4 3.4 0.693 ✓

ONLINE-W 2.6 3.5 0.688
IOL-Research 2.6 3.7 0.694 ✓

Mistral-Large § 2.7 3.7 0.692
Llama3-70B § 3.1 4.1 0.681 ✓

ONLINE-B 3.1 3.9 0.673
TranssionMT 3.1 3.9 0.673

IKUN 3.2 4.1 0.675 ✓

Aya23 3.3 4.2 0.669 ✓

ONLINE-A 3.4 4.1 0.663
Phi-3-Medium § 3.9 4.7 0.654

IKUN-C 3.9 4.7 0.649 ✓

CUNI-DS 5.9 6.2 0.584
NVIDIA-NeMo † 7.2 7.3 0.549

TSU-HITs 10.8 9.8 0.421
CycleL 24.3 22.2 0.062

CycleL2 25.0 22.4 0.027

Table 13: Preliminary WMT24 General MT automatic ranking for English-Russian.
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English-Ukrainian

System Name AutoRank ↓ MetricX ↓ CometKiwi ↑ Human evaluation?

Unbabel-Tower70B 1.0 2.2 0.732 ✓

Dubformer 1.8 2.7 0.691 ✓

Claude-3.5 2.0 3.0 0.693 ✓

ONLINE-W 2.1 2.8 0.679 ✓

Gemini-1.5-Pro 2.2 3.0 0.677 ✓

CommandR-plus § 2.3 3.2 0.678 ✓

GPT-4 2.3 3.3 0.682 ✓

ONLINE-G 2.3 3.1 0.670
IOL-Research 2.4 3.4 0.675 ✓

Mistral-Large § 2.4 3.4 0.675
IKUN 2.8 3.7 0.661 ✓

ONLINE-B 3.1 3.9 0.646
TranssionMT 3.1 4.0 0.646

Llama3-70B § 3.2 4.2 0.647
Aya23 3.3 4.2 0.642

ONLINE-A 3.3 4.1 0.634
IKUN-C 3.9 4.7 0.622 ✓

NVIDIA-NeMo † 6.2 7.0 0.537
Phi-3-Medium § 11.1 11.3 0.339

CycleL 21.0 22.4 0.037

Table 14: Preliminary WMT24 General MT automatic ranking for English-Ukrainian.
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English-Chinese

System Name AutoRank ↓ MetricX ↓ CometKiwi ↑ Human evaluation?

Unbabel-Tower70B 1.0 2.3 0.726 ✓

Claude-3.5 1.7 3.0 0.703 ✓

ONLINE-B 1.7 2.9 0.697 ✓

IOL-Research 1.8 3.1 0.700 ✓

Gemini-1.5-Pro 1.8 3.1 0.698 ✓

GPT-4 2.0 3.3 0.693 ✓

CommandR-plus 2.2 3.3 0.681 ✓

ONLINE-W 2.2 3.2 0.677
HW-TSC 2.3 3.4 0.675 ✓

Mistral-Large § 2.8 4.0 0.665
Llama3-70B § 2.8 3.9 0.662 ✓

Aya23 3.0 4.1 0.655 ✓

IKUN 3.1 4.0 0.646 ✓

Phi-3-Medium § 3.1 4.2 0.648
ONLINE-A 3.3 4.1 0.636

IKUN-C 3.5 4.2 0.624 ✓

UvA-MT 4.3 5.2 0.607
ONLINE-G 4.8 5.5 0.588

NVIDIA-NeMo † 7.3 7.6 0.494
CycleL 20.1 20.1 0.086

CycleL2 22.0 22.1 0.030

Table 15: Preliminary WMT24 General MT automatic ranking for English-Chinese.
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Japanese-Chinese

System Name AutoRank ↓ MetricX ↓ CometKiwi ↑ Human evaluation?

Unbabel-Tower70B 1.0 3.2 0.622 ✓

Claude-3.5 1.7 3.5 0.603 ✓

Gemini-1.5-Pro 1.9 3.5 0.595 ✓

DLUT-GTCOM 2.0 3.3 0.586 ✓

GPT-4 2.1 3.8 0.597 ✓

IOL-Research 2.2 3.9 0.593 ✓

CommandR-plus 2.8 4.1 0.576 ✓

Team-J 2.8 4.0 0.570 ✓

Llama3-70B § 3.1 4.7 0.578 ✓

Mistral-Large § 3.5 4.9 0.568
Aya23 3.7 5.0 0.563 ✓

NTTSU 3.7 5.3 0.566 ✓

Phi-3-Medium § 4.0 5.1 0.552
IKUN 4.4 5.4 0.544 ✓

ONLINE-B 5.2 5.5 0.518
UvA-MT 5.2 6.3 0.534

ONLINE-W 5.3 6.0 0.522
IKUN-C 5.5 6.2 0.519 ✓

ONLINE-A 6.8 6.8 0.484

MSLC 8.9 8.8 0.450
ONLINE-G 10.3 9.6 0.413

CycleL 23.0 21.5 0.202

Table 16: Preliminary WMT24 General MT automatic ranking for Japanese-Chinese.
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