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Abstract

This paper investigates whether large language
models (LLMs) are state-of-the-art quality
estimators for machine translation of user-
generated content (UGC) that contains emo-
tional expressions, without the use of reference
translations. To achieve this, we employ an
existing emotion-related dataset with human-
annotated errors and calculate quality evalu-
ation scores based on the Multi-dimensional
Quality Metrics. We compare the accuracy
of several LLMs with that of our fine-tuned
baseline models, under in-context learning and
parameter-efficient fine-tuning (PEFT) scenar-
ios. We find that PEFT of LLMs leads to better
performance in score prediction with human in-
terpretable explanations than fine-tuned models.
However, a manual analysis of LLM outputs
reveals that they still have problems such as
refusal to reply to a prompt and unstable output
while evaluating machine translation of UGC.

1 Introduction

Recent advancements in machine translation (MT)
technology, particularly in Chinese-English news
translation, have led to claims of achieving human
parity (Hassan et al., 2018). These claims have
gained traction, particularly with the emergence
of large language models (LLMs) (Wang et al.,
2021), and their reported zero-shot state-of-the-art
(SoTA) performance across various downstream
tasks (OpenAI, 2023). However, translating user-
generated content (UGC) containing emotional ex-
pressions, such as tweets, poses additional chal-
lenges for MT systems (Saadany et al., 2023). As
illustrated in Figure 1, testing Google Translate
(GT) and ChatGPT1 using Chinese UGC with emo-
tional slang revealed that the output of these sys-
tems requires significant improvement to be con-
sidered usable. This highlights the importance of

1GPT-3.5 at “https://chat.openai.com/” in Mar., 2024

evaluating MT quality using metrics that account
for emotion preservation in translation.

Relying on human evaluation to assess the qual-
ity of machine translation is costly in terms of both
time and money (Dorr et al., 2011; Lai et al., 2020).
Quality estimation (QE), which predicts MT qual-
ity in the absence of human references, can serve
as a cost-effective alternative to approximate hu-
man evaluation (Specia et al., 2018). A commonly
adopted QE method involves fine-tuning multilin-
gual pre-trained language models (PTLMs) on hu-
man evaluation data using frameworks like Multi-
dimensional Quality Metrics (MQM), an error-
based evaluation scheme for MT quality (Lommel
et al., 2014). These fine-tuned models can provide
a score for MT outputs, indicating translation qual-
ity. However, this approach has faced criticism for
its lack of explainability (Guerreiro et al., 2024).

The inherent generative capability of LLMs al-
lows for the provision of QE scores along with
natural language explanations, rendering them com-
prehensible to humans. Some research claims that
LLMs excel as quality evaluators in score predic-
tion, in addition to their explainability (Kocmi and
Federmann, 2023b). Our paper delves into the
question, “Are LLMs SoTA quality estimators for
the translation of Chinese emotion-loaded UGC,
through in-context learning (ICL)2 and parameter-
efficient fine-tuning (PEFT)?”. To answer this
question, we utilize an existing dataset that was
collected for the study of emotion translation in so-
cial media texts, and enhance it by adding segment-
level QE scores based on MQM. This augmen-
tation allows for the evaluation of LLMs’ per-
formance in predicting a QE score that reflects
the overall translation quality of the MT segment.
Our findings are contrasted with those of the con-
ventional supervised fine-tuning approach. Our

2We refer to ICL as the ability of a LLM to adapt to new
tasks by examples or instructions, without parameter updates
or explicit training. It includes zero- and few-shot learning.
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Figure 1: Example of translations from Google Translate and ChatGPT

method achieves better results than fine-tuning on
the emotion-related UGC dataset. Our contribu-
tions can be summarized as follows:

• Computing QE score based on MQM for each
data instance.

• Novel prompt templates for ICL and PEFT
using multiple LLMs to evaluate MT quality
of emotion-loaded UGC, achieving improved
performance over the baseline with PEFT3.

• Manually analyzing LLM outputs, and reveal-
ing problems such as refusal to reply and un-
stable output.

2 Related Work

Current state-of-the-art QE models are obtained by
fine-tuning multilingual PTLMs on human evalua-
tion data based on metrics such as translation edit
rate (TER) (Snover et al., 2006), direct assessment
(DA) (Graham et al., 2013), MQM and etc. For
instance, TransQuest (Ranasinghe et al., 2020) em-
ploys the pre-trained XLM-RoBERTa (Conneau
et al., 2020) model as the encoder, concatenat-
ing the source and target sentences as its input
for TER/DA score prediction. Both its Mono-
TransQuest and SiameseTransQuest architectures
can achieve good results for sentence-level QE
after fine-tuning. Another popular framework,
COMET (Rei et al., 2020; Stewart et al., 2020) ini-
tially relied on reference translation for evaluation,
until 2022 when COMETKIWI (Rei et al., 2022)

3https://github.com/surrey-nlp/LLMs4MTQE-UGC.

was introduced to support reference-less evaluation.
Similar to MonoTransQuest, it concatenates the
source and target, and inputs them into the encoder
to get predictions for sentence-level QE scores.

Given their success in the QE shared tasks in
the Conference on Machine Translation (WMT)
recently (Specia et al., 2020, 2021; Zerva et al.,
2022), TransQuest and COMET are used for fine-
tuning to get our baseline models.

The success of LLMs in various natural language
processing tasks (Yang et al., 2024) brings new
trends and methods in QE research. Kocmi and Fe-
dermann (2023b) proposed a zero-shot prompting
technique (called GEMBA) for direct assessment
(score from 0 to 100) using GPT-4 (OpenAI, 2023).
They claimed that LLMs without fine-tuning can
achieve results comparable to SoTA QE models
in score prediction. They further explored the
explainability of LLMs in error span detection,
and achieved state-of-the-art accuracy for QE sys-
tem ranking using GPT-4 (Kocmi and Federmann,
2023a). Based on the GEMBA prompt, Fernan-
des et al. (2023) proposed to use LLMs for both
score prediction and error categorization. They em-
ployed ICL and fine-tuning of LLMs and achieved
better results than fine-tuning (encoder-based) mul-
tilingual PTLMs. However, fine-tuning LLMs is
not cost-effective and energy-efficient. In addition,
it might have catastrophic forgetting, where a lan-
guage model forgets the knowledge learned during
pre-training as it adapts to task-specific data (Mc-
Closkey and Cohen, 1989; Ruiz-Garcia, 2022).

Therefore, in this paper, we explore whether
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PEFT and ICL yield superior performance com-
pared to fine-tuning multilingual PTLMs on the
evaluation of machine translation of emotion-
loaded UGC.

3 Data

This section introduces the emotion-related dataset
and our extension of QE scores based on MQM.

3.1 Emotion-related QE Dataset

In this paper, we utilized our Human Annotated
Dataset for Quality Assessment of Emotion Trans-
lation (HADQAET)4 as the main resource (Qian
et al., 2023). Its source text originates from the
dataset released by the Evaluation of Weibo Emo-
tion Classification Technology on the Ninth China
National Conference on Social Media Process-
ing (SMP2020-EWECT) and contains 34,768 in-
stances. Each instance is a tweet-like text segment5,
which was manually annotated with one of the six
emotion labels, i.e., anger, joy, sadness, surprise,
fear and neutral (Guo et al., 2021). We randomly
selected 5, 538 instances with non-neutral emo-
tion labels and used Google Translate for English
translation. We proposed an emotion-related MQM
framework and recruited two professional trans-
lators to annotate errors and their corresponding
severity in terms of emotion preservation. Details
of our framework, error definition6, error annota-
tion (including inter-annotator agreement), error
analysis and data distribution can be seen in Qian
et al. (2023).

3.2 Calculation of MQM Scores

Since Qian et al. (2023) only annotated and ana-
lyzed the translation errors (and error severity lev-
els) according to the MQM framework, no evalu-
ation score was calculated and proposed. We fol-
lowed Freitag et al. (2021a) to sum up all weighted
errors based on their corresponding severity. The
weights for severity levels, as suggested by MQM,
are 1 for minor error, 5 for major and 10 for criti-
cal. To test the sensitivity of these weights to the
overall quality evaluation score, we selected three
sets of weights (as shown in Table 1) to check the

4https://github.com/surrey-nlp/HADQAET
5Like most NLP tasks, we treat tweet-like text segments

as sentence-level data. However, in contrast to tweets, our
instances are longer with an average of 40 Chinese characters.

6The error definition in our prompt templates in Section
4.1 mainly derives from from Qian et al. (2023).

ranking stability compared with the MQM sugges-
tion. We generated two subsets of 5, 000 instances
by sampling with replacement. Then, we calculated
the MQM scores using the listed sets of weights.
Next, we ranked the scores in ascending order and
assessed the similarity of the rankings using the
Spearman correlation score (Spearman, 1904). We
did this for 1000 times and averaged the ranking
similarity. Results are shown in Table 1.

Sets of Weights Ranking Similarities
Minor: 1, Major: 5, Critical: 10 0.2711
Minor: 1, Major: 3, Critical: 9 0.0527
Minor: 1, Major: 5, Critical: 15 0.0486
Minor: 1, Major: 5, Critical: 25 0.0515

Table 1: Ranking stability of severity weights

From Table 1, we see that the weights suggested
by MQM have the highest Spearman correlation
score. That means the MQM scores calculated by
these weights are most stable. Meanwhile, this
set of weights results in a range of scores between
−100 to 0, where −100 stands for the worst emo-
tion preservation and 0 for the perfect emotion
preservation. The nice range of scores enables us
to use prompts designed for DA score prediction
such as the GEMBA prompt.

The calculated MQM scores serve as the true
labels for comparison against the predicted scores
extracted from the LLM output in both ICL and
PEFT scenarios. The source texts and GT transla-
tions are utilized to create prompts for the LLM
input, as described in Section 4.1.

4 Methodology

This section explains the methods we used, i.e., ICL
and PEFT, with the experimental setup. Selected
LLMs and baseline models are listed in Section 4.3.

4.1 In-context Learning
We devised two prompt templates that include in-
structions, source text, machine translation and
prompt for scores, to ask LLMs to give a score
prediction with error explanations. The main dif-
ference between our Template 1 (Figure 2) and
Template 2 (Figure 3) is the (italic) instruction.
Template 1 instructs LLMs to score the machine
translation between -100 to 0 and list erroneous
words based on emotion preservation. In addition
to the basic instruction, Template 2 also includes
information about the definition of errors and how
the score is calculated based on error severity.
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Score the following translation from Chinese to English with respect to the preservation of emotion
on a continuous scale from 0 to −100, where a score of minus one hundred means “emotions
are critically damaged in multiple places in the text” and score of zero means “perfect emotion
preservation”. A score of −1 means “very subtle difference in emotion between the source and the
target”. If the score is not zero (not perfect translation), please list keywords or parts of sentences
in both source and target where translation is incorrect.
Chinese source: {Source_text}
English translation: {Machine_translation}
The score in terms of emotion preservation for the translation is: {MQM_score}

Figure 2: Prompt Template 1

Score the following translation from Chinese to English with respect to errors in the preservation
of emotion. The score is calculated based on the number of errors and the level of error severity
and weights assigned to each severity level, that is, minor, major and critical. One minor error
in emotion preservation, leading to the slight change of emotion after translation, gets a score of
−1; one major error, pertaining to the change of emotion into a different category after translation,
gets a score of −5; and one critical error, resulting in the change of emotion into an extremely
different or even opposite category after translation, gets a score of −10. If there is no error in
terms of emotion preservation, the score is 0, which means “perfect emotion preservation”. We set
a score of −100 as the worst score, which means “there are more than 10 critical errors in emotion
preservation”. If the score is not 0 (imperfect translation), please list keywords or parts of sentences
in both source and target where error occurs.
Chinese source: {Source_text}
English translation: {Machine_translation}
The score in terms of emotion preservation for the translation is: {MQM_score}

Figure 3: Prompt Template 2

Apart from zero-shot learning, we employed few-
shot learning, where 4 examples7 with different
MQM score ranges and errors were inserted into
both templates for quality estimation.

4.2 PEFT of LLMs

To maintain model effectiveness while reduc-
ing computational costs, we utilized Low-Rank
Adaptation (LoRA) (Hu et al., 2022) for pa-
rameter efficient fine-tuning of 4-bit quantized
LLMs (Dettmers et al., 2023) instead of full fine-
tuning. Both zero-shot and few-shot learning were
applied to the fine-tuned LLMs.

4.3 Models

We selected a wide range of LLMs, mainly open-
source models for both ICL and PEFT. Our models
include one of the most influential open-source
LLMs—Llama-2-13B (Touvron et al., 2023), mod-

7Due to the input length limit of selected LLMs and the
long explanations in the examples, we cannot give more ex-
amples than 4.

els that are claimed to be SoTA Chinese-English
LLMs, i.e., Yi-34B8 and DeepSeek-67B9, and
the Mixture-of-Expert (MoE) model, Mixtral-
8x7B (Jiang et al., 2024). Gemini Pro10 (Gemini
Team, 2024) was included in the ICL scenario, to
test how proprietary LLMs perform in quality esti-
mation of machine translation of UGC. For PEFT,
we tested both the base and the instruction-tuned
(chat) models in our experiments.

Baselines We utilized TransQuest (including
MonoTransQuest and SiameseTransQuest) and
COMET to fine-tune multilingual PTLMs like
XLM-RoBERTa as our baselines. We also con-
tinued fine-tuning on HADQAET after we fine-
tuned XLM-RoBERTalarge on the Chinese-English
sentence-level MQM dataset from WMT20-
22 (Freitag et al., 2021a,b, 2022).

8https://www.01.ai/
9https://www.deepseek.com/

10https://gemini.google.com/app at April, 2024
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Methods Zero-shot Learning Few-shot Learning
Models Template ρ r ρ r

Llama-2-13B
1 0.2143 0.1782 -0.025 -0.0194
2 -0.0310 0.0260 0.0480 0.0518

Yi-34B
1 0.2195 0.1851 0.3470 0.0248
2 0.2060 0.0287 0.3127 0.0236

DeepSeek-67B
1 0.3196 0.1821 0.4165 0.2959
2 0.1956 0.0260 0.3673 0.0294

Mixtral-8x7B
1 0.3154 0.2633 0.3670 0.2870
2 0.3484 0.3064 0.2536 0.0405

Gemini Pro
1 0.2232 0.2416 0.3089 0.1830
2 0.2554 0.1833 0.3498 0.2441

Table 2: Spearman ρ and Pearson’s r correlation scores for score prediction in ICL scenario

Methods Zero-shot Learning Few-shot Learning
Models Template ρ r ρ r

Llama-2-13B Chat
1 0.3114 0.2511 0.1028 0.0061
2 0.3362 0.2782 0.1713 0.1538

Yi-34B Chat
1 0.5880 0.5902 0.4950 0.3685
2 0.5934 0.5490 0.5779 0.4663

DeepSeek-67B Chat
1 0.5741 0.5325 0.5601 0.5261
2 0.6192 0.5983 0.5567 0.5321

Mixtral-8x7B Instruct
1 0.4577 0.4717 0.4477 0.3444
2 0.4256 0.3542 0.3712 0.2709

Llama-2-13B Base
1 0.2468 0.3197 0.1371 0.0989
2 0.2848 0.3391 0.0085 0.0226

Yi-34B Base
1 0.5694 0.4881 0.3589 0.3370
2 0.4883 0.4953 0.2229 0.2286

DeepSeek-67B Base
1 0.6498 0.5433 0.4888 0.4012
2 0.6034 0.5494 0.4350 0.3574

Mixtral-8x7B Base
1 0.4969 0.3125 0.4958 0.4694
2 0.4216 0.3210 0.4530 0.3172

Table 3: Spearman ρ and Pearson’s r correlation scores for score prediction in PEFT scenario

4.4 Experimental Setup
We evaluated the two prompt templates on the mod-
els listed in Section 4.3, focusing on score predic-
tion with error explanations. The evaluation was
conducted under both ICL and PEFT scenarios,
using zero-shot and few-shot learning approaches.
The predicted scores were extracted from the LLM-
generated texts using regular expression. They
were evaluated using Spearman ρ and Pearson’s
r correlation scores.

We divided the data into training, validation, and
test sets in proportions of 80%, 10%, and 10%.
Baseline models were fine-tuned for 2 epochs with
a learning rate of 2e − 5, batch size of 8 and se-
quence length of 200 on an NVIDIA Quadro RTX
5000 GPU. For LLM inference, the temperature
hyperparameter was set as 0.95 and top_p as 0.7.
All LLMs were loaded in 4-bits using LLaMA-

Factory (Zheng et al., 2024) for both inference and
PEFT. For PEFT, we chose the rank to be 8, alpha
to be 64, and the target layers to be the attention
layers based on experimentation. All LLMs were
trained for 3 epochs with a learning rate of 5e− 5
and a batch size of 4 using an NVIDIA A40 GPU.

5 Results and Manual Analysis

This section shows the results under our ICL and
PEFT scenarios in Tables 2 and 3 in comparison
with the baselines in Table 4. A manual analysis of
some LLM outputs is presented in § 5.4.

5.1 Baselines
Table 4 shows results of basic and continued fine-
tuning on HADQAET and the Chinese-English
MQM dataset from WMT20-22 using TransQuest
and COMET. We can see that TransQuest achieved
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Source: 我下次洗衣服的时候如果再放很多洗衣液进去我就是狗，怎么洗都还是很多泡
沫。FUCK!
GT output: If I put a lot of laundry detergent in the next time I do laundry, I will be a dog, and I
will still have a lot of foam no matter how I wash it. FUCK!
Human translation: If I still use a lot of laundry detergent in the next time I do laundry, I will be a
dog. No matter how I wash it, there is still lots of foam. FUCK!

Figure 4: An example of refusal to reply because of interjections

Source: 踢个香港，裁判黑成这样. . .不知道该说什么了
GT output: Kick Hong Kong, the referee is so black... I don’t know what to say
Human translation: In the (football) game against Hong Kong, the referee was so biased!!! Don’t
know what to say.
LLM output: I apologize, but I cannot provide a score for the translation as it is not appropriate
to use language that is derogatory or offensive. The phrase “裁判黑” (referee is black) is not a
neutral or factual statement, and it could be perceived as racist or discriminatory. Additionally,
the phrase “踢个香港” (kick Hong Kong) is also not appropriate, as it could be interpreted
as advocating for violence or aggression towards a specific group of people. Instead, I would
suggest using more neutral and respectful language to convey the intended meaning. For example,
the phrase “裁判是黑的” (the referee is black) could be used to describe the physical appearance
of the referee, without any negative or derogatory connotations. Similarly, the phrase “踢个球”
(kick the ball) could be used to describe the action of kicking a ball, without any reference to a
specific location or group of people. It’s important to be mindful of the language we use and the
impact it can have on others. Using respectful and inclusive language is essential for maintaining a
positive and welcoming environment for everyone.

Figure 5: An example of refusal to reply because of “sensitive” words

Methods ρ r
MonoTransQuest (FT) 0.4355 0.3984

SiameseTransQuest (FT) 0.4151 0.4502
COMET (FT) 0.4083 0.3699

MonoTransQuest (CFT) 0.4527 0.4050
SiameseTransQuest (CFT) 0.5118 0.4934

Table 4: Spearman ρ and Pearson’s r correlation scores
of baseline models fine-tuned (FT) and continued fine-
tuned (CFT) using TransQuest and COMET. CFT mod-
els are obtained by fine-tuning on WMT MQM data
first and then continued fine-tuning on HADQAET and
results are evaluated on HADQAET.

higher correlation scores than COMET when fine-
tuned on HADQAET. For this reason, only Tran-
sQuest was used for continued fine-tuning. The
highest Spearman and Pearson correlation scores
0.5118 and 0.4934 were achieved by continued
fine-tuning of models that had been fine-tuned on
the MQM dataset using SiameseTransQuest.

5.2 In-context Learning

Table 2 shows ICL results using the two prompt
templates. We cannot see a clear performance boost

using Template 2 where error severities are clearly
defined and described. In contrast, we see an ob-
vious drop in correlation scores using Template 2
for Llama-2-13B (see Section 5.4 for our investi-
gation). Few-shot learning improves model perfor-
mance11 like the cases for Yi-34B, DeepSeek-67B
and Gemini Pro.

The MoE model, Mixtral-8x7B achieves the
highest correlation scores in zero-shot setting,
while DeepSeek-67B is the best at few-shot learn-
ing, obtaining a Spearman correlation score of
0.4165, very close to the fine-tuned models using
TransQuest and COMET. Gemini Pro, the propri-
etary LLM, failed to achieve higher correlation
scores than the open-source ones in this task. ICL
results of all above models are no better than our
continued fine-tuning baselines.

5.3 PEFT

Table 3 presents results for score prediction in the
PEFT scenario. We observe that while few-shot
learning usually results in better performance in

11Few-shot results are bad for Llama-2-13B, because it cuts
off the prompt while reaching the input length limit.
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Case 1
I would score this translation as follows:
Minor errors: 1; Major errors: 1; Critical errors: 0; Total score: -2
Here’s a breakdown of the errors and their severity levels:
1. Minor error: The word “满满” (full of) in the source text is not accurately conveyed in the target
text as “full of love”. A more accurate translation would be “very full” or “overwhelmingly full”.
(Score: -1)
2. Major error: The word “爱” (love) in the target text is not present in the source text. This is a
significant deviation from the original meaning, as the source text does not mention love. (Score:
-5) Therefore, the total score for this translation is -2.
In terms of error locations, the minor error occurs in the word “满满” not being accurately conveyed,
and the major error occurs in the word “爱” being added to the target text despite not being present
in the source text.
Case 2
I’d be happy to help! Here’s the translation of the Chinese sentence into English, with an error
analysis based on the criteria you provided:
Chinese source: 遇到你和你在一起是我最大最大的荣幸
English translation: It is my greatest honor to meet you and be with you
Error analysis: Minor error in emotion preservation: The word “荣幸” (rangxing) in the Chinese
source is not perfectly preserved in the English translation as “honor”. While “honor” does convey
a sense of pride and respect, it does not fully capture the nuance of “荣幸”, which carries a stronger
connotation of joy and happiness. Therefore, the score for this translation is -1.
Keywords or parts of sentences where error occurs: Chinese: 遇到你和你在一起English: It is my
greatest honor to meet you and be with you
Note: The word “和” (he) in the Chinese source is not translated in the English translation, which
could potentially result in a loss of information and context. However, this omission does not
significantly affect the overall meaning of the sentence, so it is not counted as an error in this case.

Figure 6: An example of unstable output

ICL scenario, it is worse than zero-shot after PEFT,
especially for base models. We see the performance
drop of base models after fine-tuning is more ob-
vious than instruction-tuned models in few-shot
setting except Mixtral-8x7B. The findings in ICL
indicate that the MoE model outperforms regular
dense models of similar size. It was anticipated that
the Mixtral-8x7B model would yield significantly
improved results after PEFT, but the observed en-
hancement was not as substantial as expected. We
attained our highest correlation scores of 0.6498
and 0.5983 by fine-tuning the DeepSeek models,
with both Spearman and Pearson correlation scores
surpassing the baselines. These results underscore
the effectiveness of PEFT for LLMs in achieving
state-of-the-art performance in quality estimation.

5.4 Manual Analysis

While most Spearman correlation scores are posi-
tive and larger than 0.1, it is noteworthy that Llama-
2-13B outputs QE scores that exhibit a negative
correlation (−0.0310) with the true scores using

Template 2. For further investigation, we did a
manual analysis of the model output with the help
of a Chinese-English translator. We observe two
phenomena that might pose challenges for using
LLMs to evaluate translation quality: 1) refusal to
reply because of “inappropriate language”, and 2)
unstable output patterns.

5.4.1 Refusal to Reply
We find Llama-2-13B refused to evaluate 4.97% of
the instances12 in the test set, because the source
texts contain swear words from social media. How-
ever, most of these words are used as interjections
to express the angry emotion of the blogger towards
a certain event as shown in Figure 4, not aggression
towards someone. Llama-2-13B seems to refuse to
answer any questions containing these words.

Of particular interest, Llama-2-13B demon-
strates heightened sensitivity to language associ-
ated with discrimination and aggression. As shown
in Figure 5, the Chinese source text complains

12They were excluded for correlation score computation.
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Output 1
I’d be happy to help you with that! ...... The score is based on the severity level of the errors and
the number of errors. In this case, there is only one minor error, so the score is −1.
Output 2
I’d be happy to help you with that! ...... The score is based on the severity of the errors and the
level of emotion preservation. A score of −10 indicates a critical error in emotion preservation,
while a score of −1 indicates a minor error. A score of 0 indicates perfect emotion preservation.

Figure 7: Different outputs using the exact same prompt and hyperparameters (temperature as 0) from Llama-2-13B,
where the same repetitive text in both outputs is omitted and denoted as “......”.

about a football game against Hong Kong. It
mentions “踢” kick (ball) and “香港” Hong Kong,
which Llama-2-13B believes it could be interpreted
as “advocating for violence or aggression towards a
specific group of people”. “裁判黑” in the source
means the referee manipulates the game, as the
character “黑”, which has the meaning of “black”,
means doing something behind the scenes in this
context. Llama-2-13B is over-sensitive about us-
ing the character “黑” to describe a person. This
may become a problem for evaluating translation
quality, especially emotion-load UGC.

5.4.2 Unstable Output

We expect LLMs to output texts with similar struc-
tures or patterns when the same prompt template
is used. However, responses from Llama-2-13B
sometimes varied. Some answers appear to indi-
cate a misunderstanding of the instruction in the
prompt, whereas some others seem to follow the
instruction and perform the quality evaluation task.

As shown in Figure 6, the output structure of
Case 1 and Case 2 are very different even using the
same prompt template. In Case 1, Llama-2-13B
lists the number of errors based on severity levels
and generates a total score, which is inconsistent
with its following analysis. The analysis thereafter
breaks down the errors and gives a score to each
error, but the total score is calculated incorrectly
due to its poor reasoning ability (Arkoudas, 2023).
In Case 2, Llama-2-13B starts with error analysis
and then produces a total score without mentioning
scores for each error.

Unstable output has been seen even when the
temperature hyperparameter is set as zero, which
eliminates the sampling process and is supposed to
produce the exact same output consistently. How-
ever, as shown in Figure 7, we observe different
outputs from Llama-2-13B after running the same
prompt several times using the same hyperparame-
ters (0 temperature). Inconsistent output structures

might cause problems for extracting the QE scores
for the calculation of correlation scores, and more
importantly, confuse users in understanding the real
translation quality.

The phenomena of refusal to reply and unstable
output were not observed only in the Llama-2-13B
model. Other LLMs might also refuse to reply
to questions containing swear words and output
inconsistent text structures. Interestingly, we find
that models proposed by Chinese companies such
as Yi and DeepSeek are less sensitive to words
related to discrimination and aggression, unlike
Llama and ChatGPT. But this needs to be verified
by further experiments using more LLMs.

6 Conclusion

In order to know whether LLMs are state-of-the-
art quality estimators for machine translation of
emotion-loaded UGC, our paper utilized an exist-
ing emotion-related dataset with human-annotated
errors. We calculated the MQM scores based on
the translation errors, and devised two prompt tem-
plates to allow LLMs to perform score prediction
with error explanations. Different types and sizes of
LLMs were employed to compare with fine-tuning
of multilingual PTLMs, under ICL and PEFT sce-
narios. We find that while LLMs can obtain good
correlation scores in zero-shot setting, PEFT of
LLMs leads to state-of-the-art performance in score
prediction with error explanations, which resolves
the un-interpretability issue of current QE models.
However, a manual analysis reveals that LLMs still
have problems such as refusal to reply and unstable
output while performing the QE task. Users need
to be mindful when using LLMs for quality eval-
uation. For future work, we will investigate how
LLMs perform on the evaluation of general MT
quality under ICL and PEFT scenarios.
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7 Limitations

Our experimentation is limited to a small num-
ber of LLMs listed in Section 4.3, due to the eco-
nomic, time and energy cost in LLM training and
inferencing. Results might be different on other
LLMs. Meanwhile, although LLM-based evalua-
tion is more interpretable and accurate, it is much
more time- and energy-consuming than using regu-
lar QE models.
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Orăsan, Marina Fomicheva, André F. T. Martins, and
Lucia Specia. 2022. Findings of the WMT 2022
shared task on quality estimation. In Proceedings
of the Seventh Conference on Machine Translation
(WMT), pages 69–99, Abu Dhabi, United Arab Emi-
rates (Hybrid). Association for Computational Lin-
guistics.

Yaowei Zheng, Richong Zhang, Junhao Zhang, Yanhan
Ye, Zheyan Luo, Zhangchi Feng, and Yongqiang Ma.
2024. LlamaFactory: Unified Efficient Fine-Tuning
of 100+ Language Models. In Proceedings of the
62nd Annual Meeting of the Association for Compu-
tational Linguistics (Volume 3: System Demonstra-
tions), Bangkok, Thailand. Association for Computa-
tional Linguistics.

55

https://arxiv.org/abs/2307.09288
https://arxiv.org/abs/2307.09288
https://arxiv.org/abs/2106.13627
https://arxiv.org/abs/2106.13627
https://doi.org/10.1145/3649506
https://doi.org/10.1145/3649506
https://doi.org/10.1145/3649506
https://aclanthology.org/2022.wmt-1.3
https://aclanthology.org/2022.wmt-1.3
http://arxiv.org/abs/2403.13372
http://arxiv.org/abs/2403.13372

