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Abstract

Biomedical literature is often written in highly
specialized language, posing significant com-
prehension challenges for non-experts. Auto-
matic text simplification (ATS) offers a solution
by making such texts more accessible while
preserving critical information. However, eval-
uating ATS for biomedical texts is still challeng-
ing due to the limitations of existing evaluation
metrics. General-domain metrics like SARI,
BLEU, and ROUGE focus on surface-level text
features, and readability metrics like FKGL and
ARTI fail to account for domain-specific termi-
nology or assess how well the simplified text
conveys core meanings (gist). To address this,
we introduce SciGisPy, a novel evaluation met-
ric inspired by Gist Inference Score (GIS) from
Fuzzy-Trace Theory (FTT). SciGisPy measures
how well a simplified text facilitates the for-
mation of abstract inferences (gist) necessary
for comprehension, especially in the biomed-
ical domain. We revise GIS for this purpose
by introducing domain-specific enhancements,
including semantic chunking, Information Con-
tent (IC) theory, and specialized embeddings,
while removing unsuitable indices. Our exper-
imental evaluation on the Cochrane biomedi-
cal text simplification dataset demonstrates that
SciGisPy outperforms the original GIS formu-
lation, with a significant increase in correctly
identified simplified texts (84% versus 44.8%).
The results and a thorough ablation study con-
firm that SciGisPy better captures the essential
meaning of biomedical content, outperforming
existing approaches.

1 Introduction

Biomedical literature is often written in highly spe-
cialized language, making it challenging for non-
experts to understand. The 2022 World Health
Organization (WHO) report identifies low public
health literacy as a significant global issue, affect-
ing disease prevention and management (Osborne
et al., 2022). Automatic text simplification (ATS)

Gabriele Pergola
University of Warwick
gabriele.pergola.1@warwick.ac.uk

Technical abstract: The pooled evidence derived from trials of
gabapentin suggests that it is not efficacious for the prophylaxis of
episodic migraine in adults. Since adverse events were common among
the gabapentin-treated patients, it is advocated that gabapentin
should not be used in routine clinical practice. Gabapentin enacarbil is
not efficacious for the prophylaxis of episodic migraine in adults. There
is no published evidence from controlled trials of pregabalin for the
prophylaxis of episodic migraine in adults.

GisPy score: -0.417

SciGisPy score: -5.596

Plain-language summary: The studies showed that neither gabapentin
nor gabapentin enacarbil was more effective than placebo at reducing
the frequency of migraine headaches. Gabapentin commonly caused
side effects, especially dizziness and somnolence (sleepiness). No
studies of pregabalin were identified, and research on this drug is
desirable.

GisPy score: 0.348

SciGisPy score: 3.599

Figure 1: An example of excerpts from a technical ab-
stract (top) and its corresponding plain-language sum-
mary (bottom) from the Cochrane text simplification
dataset (Devaraj et al., 2021). SciGisPy demonstrates
better ability in distinguishing between ABS and PLS.

offers a potential solution by transforming complex
biomedical language into simpler, more accessible
text while preserving essential details. However,
evaluating the effectiveness of ATS on biomedical
texts remains a challenge.

Existing metrics for biomedical text simplifica-
tion are still limited. General-domain ATS metrics,
such as SARI (Xu et al., 2016), BLEU (Papineni
et al., 2002), and ROUGE (Lin, 2004), focus on
surface-level word edits and n-gram overlaps, re-
lying heavily on the quality and variety of refer-
ence texts. Similarly, referenceless metrics, like
BERTScore (Zhang et al., 2019a), Flesch-Kincaid
Grade Level (FKGL) (Kincaid et al., 1975), and
Automated Readability Index (ARI) (Senter and
Smith, 1967), focus on syntactic and lexical sim-
plicity (e.g., shortening sentences, simplifying vo-
cabulary), but fail to capture domain-specific termi-
nology, and more importantly, they cannot ensure
that the core meaning (or gist) is easily understood.
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Figure 2: Original and enhanced GIS formula

These limitations are especially critical for biomed-
ical texts because they do not provide an adequate
measure of whether the text is effective in facilitat-
ing comprehension of complex medical concepts
despite its linguistic simplicity.

To address this gap, we propose a novel, task-
specific evaluation score, SciGisPy, based on the
Gist Inference Score (GIS), inspired by the Fuzzy-
Trace Theory (FTT). FTT posits that human cogni-
tion operates through two parallel representations:
gist (the essential meaning) and verbatim (exact
details) (Reyna, 2021). GIS measures how effec-
tively a text conveys this gist, supporting decision-
making. While previous GIS formulations have
been explored in general domains (Hosseini et al.,
2022), none have been optimized for the complexi-
ties of biomedical documents.

In this work, we introduce SciGisPy, the first
GIS formulation for biomedical text. Figure 2
shows the original GIS formula and our enhanced
version, which incorporates domain-specific adap-
tations. These include new indices and improve-
ments, based on semantic-based chunking, Infor-
mation Content (IC) theory, specialised embed-
dings, and an overall revision of the original GIS
formulation.

Our contribution can be summarized as follows:

* We introduce SciGisPy, a novel GIS formula-
tion specifically designed for biomedical text
simplification, revising existing indices and
eliminating those unsuitable for the biomedi-
cal domain.

* We introduce newly designed indices for
SciGisPy, based on semantic-driven chunking,
Information Content (IC) theory, and linguis-
tic features of biomedical sentences.

* We conduct a comprehensive experimental
evaluation of GIS as a metric for biomedical
text simplification, analyzing the relevance of
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each index and its correlation with established
simplification metrics.

2 Related Work

Text Simplification Metrics The development
of automatic evaluation metrics tailored specifi-
cally for biomedical ATS remains under-explored.
Due to the scarcity of specialized metrics, existing
studies often rely on general-domain ATS metrics,
which are insufficient for capturing the character-
istics of biomedical text. Reference-based met-
rics, such as BLEU (Papineni et al., 2002) and
ROUGE (Lin, 2004), compare simplified outputs
to human-generated references, focusing on n-gram
precision and recall. These metrics heavily depend
on the quality of reference texts and may penalize
valid simplifications that use different wording (Per-
gola et al., 2019, 2021a; Zhu et al., 2021). SARI
(Xu et al., 2016), designed for text simplification,
evaluates word-level edits but similarly focuses on
surface-level features like n-gram overlaps, missing
the deeper semantic aspects crucial for biomedical
comprehension (Sulem et al., 2018; Pergola et al.,
2021b; Alva-Manchego et al., 2021). BERTScore
(Zhang et al., 2019a), leveraging contextual em-
beddings from BERT, improves semantic similarity
evaluation but still underperforms in biomedical
contexts (Sun et al., 2022; Zhu et al., 2022, 2023;
Lu et al., 2023).

Readability metrics, such as Flesch-Kincaid
Grade Level (FKGL) (Kincaid et al., 1975) and
Automated Readability Index (ARI) (Senter and
Smith, 1967), are reference-less and rely on sur-
face features like sentence length and word com-
plexity. However, these metrics do not account for
the accurate use of domain-specific terminology
or semantic nuances critical to biomedical texts.
Consequently, they often fail to effectively evaluate
the readability and accuracy of simplified medical
content, underscoring the need for more advanced
evaluation methods in this domain.



Gist and GIS  According to Fuzzy-Trace Theory
(FTT) (Reyna, 2021), individuals encode multiple
mental representations when processing text, rang-
ing from verbatim, which captures surface-level
details, to gist, which conveys the core meaning.
In FTT, "gist" refers to the essential idea of a mat-
ter. Prior research (Reyna, 2021) suggests that
gist representations significantly influence decision-
making processes more than verbatim representa-
tions. Therefore, assessing gist representation can
help measure a document’s ability to generate clear
and actionable mental models and effectively com-
municate its message.

The Gist Inference Score (GIS) was first intro-
duced by Wolfe et al. (Wolfe et al., 2019) to eval-
uate how well a text enables readers to form gist
inferences. Before the development of the GisPy
library (Hosseini et al., 2022), which automated
GIS evaluation, research on GIS was still devel-
oping (Reyna, 2021; Wolfe et al., 2019). GIS was
initially proposed by leveraging Coh-Metrix, a mul-
tilevel linguistic framework analyzing over 100
variables related to text simplicity, such as referen-
tial cohesion, lexical diversity, and latent seman-
tic analysis (LSA) (Wolfe et al., 2019; Graesser
et al., 2011; Sun et al., 2024). However, Coh-
Metrix lacks batch processing and efficiency. The
GisPy library, building on these earlier methods
and leveraging advanced NLP techniques, provides
the first open-source solution for computing GIS
across multiple documents. In GisPy (Hosseini
et al., 2022), GIS is composed of seven indices:
Referential Cohesion, Deep Cohesion, Verb Over-
lap, Word Concreteness, Word Imageability, and
Hypernymy Nouns & Verbs, each associated with
either a positive or negative coefficient. This work
extends the GisPy library by modifying, removing,
and adding to these indices for better alignment
with biomedical simplification tasks.

2.1 GisPy and Other Text Simplification
Metrics

GIS, as a reference-less metric, is more closely
related and comparable to the readability metrics,
such as FKGL and ARI. However, we argue that
GIS captures different information from the text
compared to FKGL and ARL

While FKGL and ARI focus on surface-level
"verbatim" features of text, GIS aims to measure
the likelihood that readers will develop meaning-
ful "gist inferences" from the text. Specifically,
FKGL assesses readability based solely on surface-
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level features using sentence length and word syl-
lable count, whereas GIS captures the underly-
ing abstract meaning by considering more com-
plex dimensions of text features such as cohesion
and word concreteness. To validate this argument,
we calculated the Pearson correlation coefficients
between the reference-less metrics shown in A.3,
where the results are all close to zero, proving that
GIS is uncorrelated with these metrics.

3 Method

In this section, we first review the indices in the
original GisPy formulation (Hosseini et al., 2022)
and assess their suitability for biomedical text sim-
plification. For each index, we propose adaptations
by either (i) introducing novel approaches, (ii) im-
proving the existing indices with more specialized
methods, or (iii) removing them if unsuitable for
the biomedical domain.

3.1 Enhancing GIS indices for Biomedical
Document Simplification

As shown in Figure 2, the original GIS formula
includes seven indices, with some positively and
others negatively weighted. These indices cover
five dimensions of text features. Through analysis,
we posit that only four dimensions are beneficial for
evaluating biomedical text simplicity — Referential
Cohesion, Deep Cohesion, Verb Overlap, Hyper-
nymy Nouns & Verbs, while Word Concreteness
and Imageability is not.

Hypernymy Nouns & Verbs: This index mea-
sures word specificity, based on the idea that more
specific words are harder to understand for a gen-
eral audience without specialized knowledge. Sim-
plifying biomedical texts often requires translat-
ing technical terms into concepts that are accessi-
ble to a broader audience, thus making this metric
valuable for evaluating simplified biomedical docu-
ments.

To achieve this, the index (WRDHYPnv) uses Word-
Net’s hierarchy of concepts and penalizes words
with greater depth in the hierarchy, as these rep-
resent more specialized terms. In particular, the
specificity is quantified by the average hypernym
path length of synonym sets.

In the original GIS formula, this index evalu-
ates word specificity by listing all nouns and verbs
in a document, identifying their synonym sets in
WordNet, and calculating the average hypernym



path length. Instead, we propose three more fine-
grained alternatives to address limitations when ap-
plied to specialized texts: (i) the first ensures proper
comparison of noun and verb paths via normalisa-
tion (WRDHYP_norm), (ii) the second introduces and
adapts the concept of Information Content WRDIC,
and (ii1) the third resolves a development issue
found in the original GisPy library.

i. Hypernym Root Normalisation: In WordNet, un-
like noun synsets that all trace back to the hyper-
nym root ’entity’, verb synsets can trace back to
different hypernym roots, with some synsets having
multiple roots. For example, in the biomedical do-
main, the verb administer could trace back to apply
(in the context of giving treatment) or manage (in
the context of overseeing care). Consequently, the
GisPy approach of averaging hypernym paths for
all synsets can lead to incomparable path lengths
if the roots are different, as these roots may have
hypernym hierarchies of varying scales.

To address this issue, we propose an alternative
approach, where instead of averaging all hypernym
paths, we group the paths that lead to the same root
and apply L1 normalization within each group to
balance the scales of the hypernym hierarchies. For
synsets with multiple hypernym roots, we select
the longest hypernym path and its corresponding
root as the representative. Finally, we compute
the average of the normalized path lengths across
all groups to obtain the final result. We indicate
this new index with WRDHYP_norm, where the suf-
fix stands for “root normalization”, formalised as
follows:

L;
|| Li]1

1 n
WRDHYP_norm = —

Where L; is the path length for the ¢-th hypernym
path group, ||L;||; is the L1 normalization of the
path length for each root group, and n is the total
number of hypernym path groups.

ii. Information Content: To improve the GIS met-
ric for biomedical text simplification, we propose
to replace the Wordnet hypernym-based solution
WRDHYP with a new approach based on Information
Content (IC) (Cover and Thomas, 2006), namely
WRDIC. Simple hypernym path counting can be in-
sufficient in some cases, as it fails to account for the
frequency and relevance of terms within specific
domains. For instance, two biomedical terms may
have the same path length but differ significantly in
importance or specificity within a corpus. Informa-
tion Content addresses this issue by considering the
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probability of encountering a term in a given cor-
pus. In information theory, IC is a measure derived
from the probability of a specific event occurring
from a random variable (Cover and Thomas, 2006).
In this context, the IC of a word can be defined
as —log(P(c)), where P(c) is the probability of
encountering a hypernym of word c in a corpus.

To compute the new index, similar to the strategy
in WRDHYP, we first identify all nouns and verbs in
the text. Then, we calculate the average of their
IC values to generate the final result. IC provides
a more accurate measure of word specificity, with
higher IC values indicating more specialized words.
This approach enhances the ability to measure text
simplification by considering both the structure of
the language and its actual use in the domain, mak-
ing it particularly suitable for specialized domains.
iii. Mean Hypernym Paths Length: The original
GisPy score (Hosseini et al., 2022) uses Word-
Net (Miller, 1995) and its Synset objects from
the NLTK library! to compute hierarchical paths
(WRDHYP). However, for some verb synsets, there
are multiple hypernym roots, resulting in several
hypernym paths leading to different roots. This is-
sue is critical because having different roots makes
the hypernym paths non-comparable, as the hierar-
chical structures vary in depth and scope.

The original GisPy paper assumes a single hy-
pernym path per root and does not account for this
issue. We addressed this by modifying the index
to use the mean length of all available hypernym
paths for a given synset when multiple paths are

available, which we call WRDHYP_mean 2.

Verb Overlap: According to the FFT, abstract
verb overlaps promote the formation of gist rep-
resentations, aiding readers in understanding the
text’s core meaning. To capture this, the GisPy
score uses two indices: SMCAUSe (positively
weighted) and SMCAUSwn (negatively weighted)
(Hosseini et al., 2022). For biomedical text sim-
plification, SMCAUSe is important because it pro-
motes simplicity by emphasizing abstract overlaps
between verbs, while SMCAUSwn penalizes the re-
dundant repetition of identical or similar verbs.

In its original implementation, this index is based

1https: //www.nltk.org

“We flagged the issue regarding multiple hypernym paths
for verb synsets on the GisPy GitHub repository. The authors
implemented a solution using the maximum path length, but
our preliminary experiments indicated that averaging the path
lengths offers a more balanced measure of specificity.


https://www.nltk.org

on the en_core_web_trf 3 from SpaCy, a RoBERTa-
based pre-trained language model (Liu et al., 2021),
to generate token vector embeddings for each verb,
and then computes cosine similarity of the em-
beddings. To better suit the characteristics of
biomedical texts, often featuring technical and com-
pound terminology, we propose a simple yet ef-
fective modification, adopting embedding models
specialised for technical documents. We identify
two embedding models for this index, fastText (Bo-
janowski et al., 2017) and BioWordVec (Zhang
et al., 2019b).

FastText (Bojanowski et al., 2017) is a widely
used word embedding library, particularly suitable
for technical documents. It learns word embed-
dings on a sub-word basis, which allows it to repre-
sent out-of-vocabulary words. This is particularly
useful for dealing with biomedical language char-
acterized by many compound words (Pergola et al.,
2018). We adopt pre-trained embeddings provided
by fastText and name this index SMCAUST.

Our second alternative is BioWordVec (Zhang
et al., 2019b), based on a benchmark biomedi-
cal word embedding library. BioWordVec com-
bines subword information from unlabeled biomed-
ical text with the widely-used Biomedical Subject
Headings (MeSH) vocabulary (Lipscomb, 2000).
Pre-trained using FastText embeddings, BioWord-
Vec is the most commonly used biomedical word
embedding model in the recent literature. We
adopt it to improve the SMCAUS index, and name it
SMCAUSD.

Referential Cohesion: Referential Cohesion
measures word and idea overlaps across sentences,
making it a suitable metric to characterise sim-
plicity in the biomedical text. In Hosseini et al.
(2022) this dimensions is captured with two in-
dices: PCREF and CoREF (both positively weighted).
PCREF calculates cosine similarity between sen-
tence embeddings, while the CoREF focuses on
coreference resolution across sentences. A high
overlap in both indices typically indicates that
the text maintains consistent ideas and vocabu-
lary, which helps readers follow complex biomed-
ical content more easily, thus promoting text sim-
plicity. To improve the detection of referential
cohesion in biomedical texts, we introduce (i) a
novel index based on semantic chunking, which
posits that a lower number of semantic chunks in-
dicates stronger coherence, and (ii) more suitable

Shttps://spacy.io/models/entten_core_web_trf
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sentence embedding models designed for technical
and biomedical documents.

i. Semantic Chunking: We introduce an alternative
solution for measuring Referential Cohesion to sub-
stitute PCREF. This new approach is based on the
concept of semantic chunking*. Unlike traditional
methods that chunk text using a fixed size, seman-
tic chunking adaptively determines breakpoints be-
tween sentences based on embedding similarity of
customizable window size. This ensures that each
chunk contains sentences that are semantically re-
lated. Similar to PCREF, the semantic chunking
method uses cosine similarity between sentences
to represent overlap across sentences.

We argue that a higher number of chunks indi-

cates more diverse semantics and topics within the
text. Therefore, minimizing the number of chunks
ensures textual coherence and enhances simplic-
ity. Inspired by this, we designed a new index,
PCREF _chunk, built using a semantic chunker to re-
place the original PCREF. We selected BioSimCSE
(Kanakarajan et al., 2022) as the sentence embed-
ding model, as its biomedical-domain embeddings
capture semantics more accurately. We apply a neg-
ative coefficient to this index, indicating that fewer
semantic chunks correspond to higher coherence
and simplicity.
ii. Specialized Sentence Embeddings The original
index PCREF calculates cosine similarity between
sentences using the pretrained MPNet model ° from
Hugging Face as the sentence embedding model.

We experimented with five state-of-the-art sen-
tence embedding models. First, we adopted two
leading general-purpose models from the Massive
Text Embedding Benchmark (MTEB) Leaderboard
mxbai-embed-large-v1 (Li and Li, 2023) and the e5-
mistral-7b-instruct (Jiang et al., 2023; Wang et al.,
2023, 2022) embedding models. Additionally,
we utilized three state-of-the-art biomedical do-
main embedding models based on BERT: BioSim-
CSE (Kanakarajan et al., 2022) and BioBERT
(Lee et al., 2020), which generate contextual em-
beddings, and a context-free embedding model,
BioSentVec (Chen et al., 2019). These models are
known for their robustness in biomedical text pro-
cessing.

Detailed implementation information is provided
in Section 4, where a thorough ablation study high-
lights the impact of each of them. Each model

#*Llamalndex Semantic Chunking Documentation
5https://huggingface.co/sentence—transformers/
all-mpnet-base-v2


https://spacy.io/models/en##en_core_web_trf
https://docs.llamaindex.ai/en/stable/examples/node_parsers/semantic_chunking/
https://huggingface.co/sentence-transformers/all-mpnet-base-v2
https://huggingface.co/sentence-transformers/all-mpnet-base-v2

is indicated by a suffix to the index name (e.g.,
PCREF _mxbai) specifying the embedding used.

Deep Cohesion: Indicated by the PCDC index
(positively weighted), it measures the extent to
which a text uses causal and intentional connec-
tives, detected using regular expression patterns.
The index is still highly relevant to biomedical text
comprehension, as it supports logical relationships
between sentences, crucial for ensuring that readers
can follow complex biomedical information. There-
fore, we retain the original design of this index as
in Hosseini et al. (2022).

Mean Sentence Length: FTT suggests that peo-
ple extract both verbatim (exact details) and gist
(core meaning) from texts. Longer or more com-
plex sentences may increase cognitive load, making
it harder to focus on gist and potentially promot-
ing reliance on verbatim processing. In contrast,
shorter sentences with clear structures could help
readers extract gist more easily because the un-
derlying meaning is more accessible. Research in
readability and health communication has shown
that shorter sentences enhance readability by mak-
ing information more accessible (Rudd et al., 2023),
reducing cognitive load (Graesser et al., 2011),
improving comprehension (National Institutes of
Health, 2012), and maintaining consistency and
focus (Weiss, 2007).

To address this gap within the original GIST
score, we propose a new composite index called
Mean Sentence Length (MSL) . This index, rewards
the reduction of the average sentence length. Con-
cretely, we calculate the mean sentence length by
counting the number of words in each sentence
and averaging these counts across the entire text.
Despite its simplicity, preliminary exploration on
this index showed promising results, with a more
detailed assessment presented in Section 4.

3.2 Removing Word Concreteness and
Imageability

Unlike the previous indices, the dimension we find
potentially detrimental to representing biomedical
text simplicity is Word Concreteness and Image-
ability. In the original GisPy score, Word Concrete-
ness (PCCNCz) measures how concrete and image-
evoking words are, while Imageability (WRDIMGc)
indicates how easily a word can evoke a men-
tal image. For instance, high imageability words
like "hammer" are more specific and easily visu-
alized compared to low imageability words like

"reason". These indices are negatively weighted in
the GIS formula, suggesting its promotion of ab-
stractness. However, we argue that words with high
concreteness and imageability (such as “heart”)
help understand scientific and biomedical texts, are
easier to visualize and thus improve comprehen-
sion and make it easier to follow for diverse audi-
ences. Therefore, we hypothesize that removing
this concreteness-penalizing index from GIS for-
mula could enhance its performance in biomedical
text simplification task.

In conclusion, while the GIS formula promotes
abstractness in text to generate Gist, this may
not align with promoting simplicity, especially in
biomedical texts. Relevant indices may need to be
modified or removed to better evaluate simplicity
in biomedical documents.

4 Experiments

In this section, we present an experimental eval-
uation to assess the effectiveness of the GIS met-
ric and our proposed index enhancements in the
biomedical domain, using a Cochrane Library
dataset (Devaraj et al., 2021) containing technical
documents paired with simplified versions, firstly
detailed in Section 4.1. In Section 4.2, we report
the results of our evaluation on this dataset, explor-
ing the impact of different index combinations on
simplified texts. Specifically, we analyze which
index combinations produce the most significant
improvements in gist abstraction by measuring the
GIS differences between the technical and simpli-
fied documents. Finally, we assess the generaliza-
tion of our findings by testing on several benchmark
datasets from previous GIS literature to evaluate
how well our GIS enhancements can be applied
beyond the biomedical domain.

4.1 Datasets

We conducted GIS analysis and tested our in-
dices enhancement on the Cochrane paragraph-
level biomedical text simplification dataset (De-
varaj et al., 2021), which is sourced from the
Cochrane library® of systematic reviews. The
Cochrane text simplification dataset comprises
4,459 parallel pairs of technical abstracts (ABS)
and their plain-language summaries (PLS) crafted
by domain experts, where the PLS texts are simpli-
fied versions of original technical abstracts. Figure
1 presents a sample excerpt of a technical abstract

https://www.cochranelibrary.com/
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Index Mean GIS Diff % + GIS Diff % inc GIS Diff % - to +
Original GisPy (Hosseini et al., 2022) -0.461 43.38% N/A N/A
Without PCCNC & WRDIMG -0.022 49.91% 60.94% 12.87%
WRDHYP_mean 0.158 52.85% 74.54% 11.58%
Hypernymy
Nouns & Verbs  WRDHYP_norm -1.355 31.25% 17.56% 1.27%
WRDIC 0.211 51.38% 78.77% 9.74%
Verb SMCAUSe -0.728 39.25% 41.36% 3.95%
Overlap SMCAUSb -0.678 40.53% 43.38% 4.78%
PCREF_mxbai -0.328 45.59% 61.12% 441%
PCREF_BioSimCSE -0.629 40.53% 37.87% 2.48%
Referential PCREF_BioBERT -0.655 40.99% 43.75% 3.68%
Cohesion PCREF_mistral -0.503 44.39% 53.22% 3.86%
PCREF_BioSentVec -0.686 40.99% 37.04% 2.57%
PCREF_chunk 0.418 54.32% 61.12% 5.97%
Mean Sentence Length (MSL) 0.321 52.94% 76.93% 11.40%
SciGisPy (Our) 2312 85.39% 85.57% 44.21%

Table 1: Results of GIS Enhancements on Cochrane simplification development set. The second column displays
the average GIS difference across the entire dataset. The third column indicates the percentage of documents with a
positive GIS difference. The fourth column shows the percentage of documents where the GIS difference increased
following the enhancement. The fifth column reports the percentage of documents that initially had a negative GIS

difference but shifted to a positive value.

and its corresponding PLS. Since GIS score com-
putation does not require any training, we sam-
ple 4,334 document pairs as our development set
to determine the best index configurations; while
the remaining additional subset, used as test set,
will be introduced in the following sections. Since
SciGisPy does not involve any training, no training
set is required.

In previous literature, three benchmark general-
domain datasets have been used for evaluating GIS
metrics: News Reports vs. Editorials, Journal
Article Methods vs. Discussion, and Disneyland
Measles Outbreak Data (Wolfe et al., 2019; Hos-
seini et al., 2022). This subset serves as our fest
set to assess the generalisation of our biomedical-
specialized GIS.

4.2 Results and Discussion

To investigate the effectiveness of applying GisPy
GIS in evaluating the simplicity of biomedical text,
we first computed GIS values for all Abstracts
(ABS)s and Plain Language Summaries (PLS)s
in the development set using the best configuration
reported for the GisPy library, following the eval-
uation process outlined in Hosseini et al. (2022).
After we obtained the GIS score for all documents,
we calculated the GIS difference between each pair
of ABS and PLS:

GIS Difference = GISpr.s — GISaBs

In the rest part of this paper, "GIS difference"

refers to the difference calculated using the above
equation. A positive GIS difference for a pair of
documents suggests that audiences will more eas-
ily abstract the gist from the simplified text (PLS)
compared to the original text (ABS), subsequently
showing that GIS can be a good indicator of sim-
plification. Consistent with previous literature, we
compare the average GIS difference among all doc-
uments under the different GIS formulations to
determine the more effective alternatives, namely
mean GIS difference.

To evaluate the impact of each individual en-
hancement, we ran GisPy with each enhancement
applied separately, while keeping all other indices
identical to those in the original formula. Addition-
ally, when testing combinations of enhancements
that modify the same index, for those that modify
the same index, we ensured that only one change
was applied at a time to prevent overlapping calcu-
lations.

4.2.1 GIS for Biomedical Text Simplification

First, we report the GIS scores resulting from
the original GisPy on the development set of the
Cochrane Simplification Dataset in Table 1. The
average GIS for ABS texts is 0.225, while for PLS
texts, the mean GIS is -0.225, resulting in a mean
GIS difference of -0.450; only 43% of document
pairs have a positive GIS difference. These results
show that the original GIS formulation struggles
to distinguish between simplified and unsimplified
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Index Mean GIS Diff % + GISDiff % inc GIS Diff % - to +
Original GisPy (Hosseini et al., 2022) -0.311 44.8% N/A N/A
SciGisPy (Our) 2.295 84% 79.2% 45.6%

Table 2: Results of GIS Enhancements on Cochrane simplification test set. See Table 1 for column descriptions.

texts for most biomedical documents.

We proceed to discuss the impact of the enhance-
ments proposed in this work; for each index en-
hancement listed, Table 1 reports the results ob-
tained by running GisPy with only the correspond-
ing enhancements while keeping the rest of the
formula unchanged.

Removing Word Concreteness and Imageabil-
ity: To test our hypothesis that removing word
concreteness and imageability promotes biomed-
ical text easier to comprehend (Sec. 3.2), we ran
GIS without PCCNC and WRDIMG and observed
positive results, as reported in Table 1: the aver-
age GIS difference increased from -0.450 to -0.022,
with 49.91% of documents now exhibiting a posi-
tive GIS difference, compared to 43.38% with the
original GIS formula. This finding supports our
initial analysis and confirms the need to tailor the
roles of the indices when dealing with specialised
domains.

Semantic Chunking: As mentioned earlier, the
mean GIS difference is our primary metric for eval-
uating the performance of new GIS formula. A
larger difference indicates better distinction be-
tween simplified and original documents. Based
on the experiment results shown in Table 1, most
of our enhancements produced positive outcomes.
The enhancement PCREF _chunk achieved the
most significant improvement, leading to the mean
GIS difference increase from -0.461 to 0.418. This
enhancement also led to 54.32% of documents ob-
taining a positive GIS difference, an increase of
10.94% compared to the original GisPy, which
achieved 43.38%.

In addition, we tracked the impact of each en-
hancement on individual documents. The fourth
column in Table 1 presents the percentage of docu-
ments where the GIS difference increased after the
enhancement. This indicates that the enhanced GIS
formula can better distinguish between the original
ABS text and the simplified PLS text compared to
the original GIS. The table’s last column also shows
the percentage of documents that originally had a
negative GIS difference but switched to positive;
this represents cases where the original GIS failed

to evaluate simplicity, but the new GIS succeeded.
Looking at ABS-PLS pairs in Table 1, more than
half of our indices enhancements yielded positive
results. Some indices demonstrated significant im-
provements, with WRDIC by achieving the highest
increase with 78.77% of documents in the develop-
ment set transiting to a positive GIS difference.
Best Formulation: Based on the experimental
results on the development set, we identified the
best combination of our enhanced GIS formula, as
shown in Figure 2. We adopted the enhancements
of Referential Cohesion with Semantic Chunk-
ing (PCREF_chunk), Hypernyms with Information
Content (IC) (WRDIC), and Mean Sentence Length
(MSL), together with the removal of indices PCCNC
and WRDIMG. The significant results of this biomed-
ical text simplification-targeted GIS formula are
presented in the last row of Table 1.
Generalisation: To test the generalisation of this
finding, we also applied the enhanced formula to
the Cochrane test set. The results, presented in
the last row of Table 2, demonstrate a significant
improvement, with the new GIS successfully identi-
fying 84% of simplified texts, doubling the original
number. This confirms the effectiveness of our new
GIS for evaluating biomedical text simplification.

4.2.2 Gist Inference Benchmarks

To assess whether our enhancements improve the
evaluation of Gist abstraction in the general do-
main, the original objective of GIS, we tested all
index enhancements on the benchmark datasets
used in the original GisPy paper. The News Re-
ports vs. Editorials dataset comprises 50 pairs of
documents per category, totaling 100 documents.
The Journal Article Methods vs. Discussion dataset
includes 25 pairs, amounting to 50 documents. The
Disneyland dataset consists of 191 articles in total.
To ensure comparability with these datasets, we
randomly sampled 125 document pairs from the
Cochrane dataset.

The experimental results were less significant
compared to the previous results on the Cochrane
simplification dataset since our enhancements were
targeted at biomedical text simplification. How-
ever, we still identified a combination of index en-
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Benchmark Approach Distance t-statistic p-value
GisPy with PCREF _mistral & MSL 3.260 4.068 *2 % 1077
Reports vs. Editorials GisPy (Hosseini et al., 2022) 2.551 3.643 *7 %1074
' Coh-Metrix (Graesser et al., 2011) 2.535 3.826 *3x 1074
(Wolfe et al., 2019) 0.368 - -
GisPy with SCAUSf 5.200 5.916 3 x 1077
. . GisPy 5.012 7.188 *3x 1077
Methods vs. Discussion 1 Meqrix 5.010 6.331 %7 x 1078
(Wolfe et al., 2019) 0.747 - -
GisPy with MSL 2.442 3.492 *6x 1074
Disney GisPy 2418 3.440 *7x 1074
Coh-Metrix 0.998 1.878 6 x 1072

Table 3: Comparison of GIS scores generated by GisPy with our enhancement indices vs. original GisPy vs. other

methods for all benchmarks

hancements that outperformed the original GisPy
formula on the benchmark dataset. The results are
presented in Table 3, where we also performed a
student’s t-test with the null hypothesis following
GisPy (Hosseini et al., 2022) paper, which shows
how good a GIS score can significantly distinguish
these ABS texts and PLS texts. This positive result
demonstrates that our proposed solutions are not
only beneficial for simplification evaluation, but
also enhance the measure of how easily GIS can be
inferred.

5 Conclusion

In this study, we addressed the challenge of evalu-
ating biomedical automatic text simplification by
introducing a novel referenceless evaluation met-
ric, SciGisPy, inspired by the Gist Inference Score
(GIS) from Fuzzy-Trace Theory. This metric was
specifically adapted and enhanced for biomedi-
cal text simplification through rigorous feasibility
analysis and domain-specific enhancements. Our
comprehensive experimental assessment on the
Cochrane text simplification dataset demonstrates
that SciGisPy significantly outperforms the original
GIS metric in assessing the simplicity of biomedi-
cal texts.

6 Limitations

A limitation of this study is the reliance on a single
benchmark, the Cochrane simplification dataset,
due to the limited availability and suitability of
biomedical text simplification datasets at the doc-
ument level. Validating our methodology across
multiple datasets would strengthen its robustness.
Additionally, while we introduced several im-
provements to the individual GIS indices, the co-

efficient magnitudes currently remain fixed at 1.
Developing an automated method to dynamically
adjust these coefficients based on text distributions
could further improve the accuracy and versatility
of SciGisPy in text simplification.

Lay Summary

Medical research papers are often written in very
complex and technical language, which makes it
difficult for non-experts to understand. To solve
this problem, automatic text simplification (ATS)
systems try to rewrite these texts in a simpler way
while keeping the important information intact.
However, it’s hard to evaluate how well these sys-
tems simplify medical texts because current tools
focus too much on the surface details, like word
counts and sentence length, without considering
whether the text still conveys the core meaning (the
gist).

In this study, the researchers developed a new
evaluation tool called SciGisPy, designed specifi-
cally to measure how well simplified medical texts
communicate the essential meaning. It builds on
an existing concept called the Gist Inference Score
(GIS), which measures how easily a reader can
understand the gist of a text. SciGisPy adds new
features like focusing on medical terms, simplify-
ing complex sentences, and improving coherence
between ideas. The study shows that SciGisPy
significantly improves the evaluation of simplified
medical texts compared to existing methods, help-
ing to make complex medical information more
accessible to a broader audience.
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A Appendix

A.1 Original GIS distribution on Cochrane
dataset
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(b) GIS distribution for PLS

Figure Al: GIS distribution histogram and KDE for
Cochrane text simplification dataset

The GIS distributions of ABS and PLS are
jointly shown in Figure Al. Both distributions
resemble Gaussian distributions, since all indices
in GIS were transformed into z-scores, which were
subsequently summed up with coefficients to GIS.

A.2 GIS correlation with other TS metrics

This is initially illustrated in Figure A2, where ABS
and PLS from a subset of Cochrane simplification
dataset (1000 samples) are plotted on correspond-
ing scatter plots, with GIS on the vertical axis and
the respective text simplification metric on the hor-
izontal axis. Here we sampled 1000 documents
from the development set due to the difficulty to
visualize the original large amount of data. If there
were a correlation, the points would roughly form
a line, however this is not observed in any of the
plots.

(c) GIS vs. ARI for ABS (d) GIS vs. ARI for PLS

Figure A2: Scatter plot for GIS and other metrics on
Cochrane simplification dataset, on ABS and PLS docu-
ments separately

A.3 GisPy and Other Text Simplification
Metrics

In this section, we demonstrate that there is no
overlap between the aspects evaluated by GIS and
other automatic text simplification metrics (FKGL
and ARI), with highlighting the unique advantages
of using GIS for this task.

Documents | GIS vs. FKGL  GIS vs. ARI
ABS 0.17 0.14
PLS 0.18 0.18

Table Al: Pearson correlation coefficients between GIS
and FKGL, and between GIS and ARI

To validate the above argument, we calculated
the Pearson correlation coefficients between the
reference-less metrics shown in A1, where the re-
sults are all close to zero: for between GIS and
KFGL, the numbers are 0.17 for ABS texts and
0.18 for PLS texts; for between GIS and ARI, the
coefficient is 0.14 for ABS texts, and 0.18 for PLS
texts. Note that the Pearson correlation coefficient
would suggest no linear correlation if the value be-
tween two distributions is close to 0. These results
further prove that GIS is uncorrelated with these
metrics.
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