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Abstract

This work describes an approach to de-
velop Knowledge Graph Question Answering
(KGQA) system for TextGraphs-17 shared task.
The task focuses on the fusion of Large Lan-
guage Models (LLMs) with Knowledge Graphs
(KGs). The goal is to select a KG entity (out of
several candidates) which corresponds to an an-
swer given a textual question. Our approach ap-
plies LLM to identify the correct answer among
the list of possible candidates. We confirm that
integrating external information is particularly
beneficial when the subject entities are not well-
known, and using RAG can negatively impact
the performance of LLM on questions related to
popular entities, as the retrieved context might
be misleading. With our result, we achieved
2nd place in the post-evaluation phase.

1 Introduction

While LLM can provide answers to questions, an-
swering factoid questions without access to a KG
can be challenging. It has been shown that in-
corporation of the KG information into LLM sig-
nificantly improves the results for various NLP
tasks (Zhang et al., 2020).

The TextGraph-17' workshop focuses on ex-
ploring synergies between text and graph process-
ing techniques, specifically targeting the fusion of
LLMs with KGs. The shared task presents a novel
challenge in the domain of KGQA, where partic-
ipants are tasked with selecting the correct KG
entity corresponding to a textual question, given
a set of candidate entities and a graph of shortest
paths in the KG connecting the query entities to the
LLM-generated candidates. The shared task aims
to investigate effective strategies for fusing text
and graph modalities, providing a controlled en-
vironment for experimentation. By pre-extracting
the graph data, the organizers facilitate a standard-
ized testbed, mitigating variations due to different
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graph extraction methods and enabling researchers
to concentrate on enhancing LLM outputs with KG
information. Overall, this shared task contributes
to advancing the understanding and practical appli-
cation of LLM-KG integration for improved QA
performance.

Our main contributions are three-fold:

1. We show that LL.Ms do partially incorporate
knowledge about Wikidata.

2. We confirm that the QA capability of LLMs
can be enhanced by supplying them with rele-
vant external data.

3. We demonstrate that by leveraging UE tech-
niques, we can efficiently combine multiple
LLMs, each integrated with distinct external
data sources.

2 Related Work

Early approaches in KGQA primarily focused on
simple questions involving node-edge-node triples,
but the complexity increases with multi-hop and
aggregation queries. Izacard and Grave (2021)
achieved state-of-the-art results on benchmarks like
Natural Questions (Kwiatkowski et al., 2019) and
TriviaQA by integrating Wikipedia as an external
knowledge source. Similarly, Talmor and Berant
(2018) showed how web-search results could en-
hance the performance of QA systems on complex
queries from the ComplexWebQuestions bench-
mark.

Hybrid systems combining text and graph-based
information have been particularly effective for
complex multi-choice question answering (MCQA)
tasks. PullNet (Sun et al., 2019) and GraftNet (Sun
et al., 2018) employ relational graph convolutional
networks to iteratively retrieve relevant information
from both text and KGs, improving the handling of
multi-hop questions. Additionally, using KG em-
beddings has been a successful strategy, as demon-
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strated by Huang et al. (2019), who enhanced can-
didate retrieval for answers, and Chekalina et al.
(2022), who introduced a memory-efficient rep-
resentation for KG embeddings, improving link
prediction and QA tasks.

The fusion of LLMs with KGs has proven espe-
cially beneficial for MCQA. The GETT-QA (Baner-
jee et al., 2023) uses TS5 to convert questions
into simplified SPARQL queries, which are then
mapped to KG entities and relations through a post-
processing step, enhancing accuracy by leverag-
ing both the linguistic capabilities of TS5 and the
structured information in KGs. Furthermore, UniK-
QA (Oguz et al., 2022) creates representations for
both structured and unstructured knowledge, facili-
tating open-domain QA over diverse data sources.

3 Dataset

The KGQA dataset is designed for the task of ex-
tracting accurate answers from complex knowledge
graphs, specifically using information from Wiki-
data. Each data instance consists of a textual ques-
tion that contains a list of referenced Wikidata en-
tities. Along with this, there are several candidate
answer options, all presented as distinct Wikidata
entities. A key feature of the dataset is the provi-
sion of a sub-graph extracted from Wikidata, which
comprises the shortest paths connecting the entities
mentioned in the question to those found within the
answer candidates.

The training set includes a substantial amount
of 37,672 samples with 3,535 unique questions.
Whereas the test set contains 10,961 samples with
1,000 unique questions. The dataset also ensures
a balance in terms of candidate answers, with a
minimum of 6 options and a maximum of 20 per
question ("Which Stephen King books have not
been made into movies yet?"), making it a chal-
lenging yet versatile resource for developing QA
systems. The majority of questions (3,425) in the
training set have a single correct answer; however,
110 questions have more than one correct answer.
Therefore, the primary objective is to classify the
answers into two categories: correct or incorrect.

4 Proposed Approach

We based our solution on Llama 3 series of LLMs
in 8 billion (8B) and 70 billion (70B) parame-
ter sizes. These models are specifically designed
for dialogue applications and have demonstrated
superior performance compared to popular open-

source chat models on standard industry bench-
marks (Al@Meta, 2024).

4.1 Retrieval-Augmented Generation

Retrieval-Augmented Generation (RAG) combines
the strengths of LLMs with information from exter-
nal databases to boost the precision and reliability
of generated content, especially for tasks demand-
ing substantial knowledge base. By facilitating
seamless updates and integration of specialized
data, RAG effectively fuses the internal knowledge
of LLMs with the extensive and ever-evolving ex-
ternal data reservoirs, creating a synergy that en-
hances performance.

Wikidata ID description As the simplest form of
external knowledge augmentation, we incorporated
the Wikidata ID and answer candidate description
from Wikidata.

Web-search results As external knowledge, we
used web-search results from DuckDuckGo (Parsa-
nia et al., 2016). DuckDuckGo aims to deliver
relevant results while respecting user privacy. In
addition, DuckDuckGo doesn’t require an API key
and doesn’t apply any limitations on getting web
results (10 search results were returned for each
query). The prompt including the web-search re-
sults can be found in the Appendix A.
Textualized KG Furthermore, we incorporated the
subgraphs provided by the organizers as an exter-
nal knowledge source. For textualizing the graph,
we opt to use Llama 3 70B with the following
prompt (Wu et al., 2023):

[ Prompt ]

Transform this wiki graph into text. Write only
the new string that contains the text represen-
tation of the graph.

The prompt with textualized graph can be found
in the Appendix A.

4.2 Uncertainty Estimation

Uncertainty Estimation (UE) refers to the process
of measuring the level of confidence in the pre-
dictions generated by a LLM. Initially, UE was
employed to identify hallucinations, which are in-
stances where the model fabricates facts without
offering users a clear way to assess the truthfulness
of its statements (Maksimov et al., 2024). Typi-
cally, UE involves calculating it for an entire se-
quence, requiring us to aggregate the uncertainties

155



Model RAG Precision Recall F1 Accuracy
- 48.85 47.61 4822 90.46
D 51.77 4995 50.84 90.98
Llama3 8B G+D 42.54 41.54 42.04 89.31
W+D 60.38 58.84 59.60 92.55
G+W+D 4254 41.54 42.03 89.30
- 74.80 7341 74.10 95.21
D 77.19 75.76 7647 95.65
Llama3 70B G+D 75.60 74.19  74.89 95.36
W+D 82.05 79.96 80.99 96.50
G+W+D 79.52 7742 78.45 96.03

Table 1: Evaluation results for two Llama 3 scales (8B and 70B) are as follows. RAG denotes the knowledge
sources, where D refers to the textual description of answer candidates from Wikidata, W represents DuckDuckGo
web-search results (with the query being the question), and G signifies the textualized graph representation provided
in the dataset. When equipped with knowledge from web-search results and Wikidata answer candidate descriptions,
Llama 3 outperforms all other external knowledge sources. F1 score serves as the primary competitive metric.

associated with numerous individual token predic-
tions. This often necessitates the use of sophis-
ticated sampling and pruning strategies, such as
beam search. However, in our specific scenario,
the number of potential prediction choices is fixed
and limited by number of answer candidates. As a
result, the uncertainty estimation process becomes
significantly more streamlined and straightforward.
Specifically, we utilized white-box UE methods,
including maximum probability (Fadeeva et al.,
2023) and margin probability (Kuhn et al., 2023),
i.e. the difference between the probability of the
most likely answer and the probability of the sec-
ond most likely answer.

5 Results and Discussion

Before providing the main results, we first examine
the inherent knowledge of the LLM concerning
Wikidata entities.

What LLM knows about Wikidata? To demon-
strate the inherent capability of LLMs to link a
Wikidata entity with its corresponding Wikidata
ID, we carried out two fundamental experiments.
These involved prompting Llama 3 70B to gener-
ate both entity IDs and entities from IDs. How-
ever, it emerged that predicting an entity from
its ID often led to inaccuracies, with the model
succeeding mainly in associating IDs with the
most well-known entities, such as Barack Obama,
World War 11, Washington, D.C., Italy. Moreover,
when prompted about being pretrained on Wikidata,
Llama 3 confirms positively.

Does the size of LLM make a difference when
utilizing non-parametric knowledge? Table 1
presents a comparison of Llama 3 models with
varying sizes. While employing external knowl-
edge, one might anticipate that both Llama 3 scales
would exhibit similar performance; however, this
is not the case. The larger Llama 3 70B model con-
sistently surpasses the smaller Llama 3 8B model
across all scenarios. This suggests that the size
of the language model remains crucial even with
external knowledge, owing to its extra parametric
knowledge or improved reasoning abilities.

Whether all external data are equally helpful?
Table 1 showcases a comparison of Llama 3 models
with different external knowledge sources. Llama 3
augmented with external knowledge in both scales
outperforms Llama 3 without it.

Incorporating descriptions from Wikidata is par-
ticularly helpful for distinguishing answer candi-
dates with the same name (Bob Dylan — Q392, Bob
Dylan — Q251309).

The Llama 3 70B model, augmented with web-
search results and descriptions, surpasses all other
approaches, including the Llama 3 70B model that
was provided with descriptions, web-search results,
and a textualized knowledge graph. This implies
that incorporating more diverse knowledge might
potentially confuse the model, leading to a decrease
in performance.

Furthermore, we establish a correlation between
the external knowledge utilized and the correctness
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Model UE Precision Recall F1 Accuracy
max prob 8383 8211 8296  96.85
Llama3 768 @ lin prob 8423 8250 8335  96.92
Baselinecnugpt - 5811  78.18 6667  92.73
BeStprivate tes - 86.67  85.14 8590  97.39

Table 2: The evaluation results compare two strategies for combining outputs from three Llama 3 70B models,
each enhanced with distinct knowledge resources (description, web-search, and knowledge graph). The margin
probability strategy involves selecting an answer from the LLM where the difference p(top; ) — p(tops) is maximum
for a given sample. This ensemble strategy surpasses all other aggregation methods, demonstrating that different
external knowledge sources can be advantageous for various questions. F1 score serves as the primary competitive

metric.

of answers based on their popularity> measured on
the training set. Consequently, Llama 3 70B, which
uses solely entity descriptions as input, accurately
classifies approximately 37% of entities with a pop-
ularity score below the median and 63% of those
with a score equal to or above the median. On the
other hand, the model incorporating web-search
context in addition to entity descriptions correctly
classifies around 45% of less popular entities and
55% of more popular entities, respectively.

What is the best way to combine LL.Ms with
different external knowledge sources? As shown
in the Table 1, integrating all three external knowl-
edge sources degrades the performance. Never-
theless, each knowledge resource offers unique
information that can be beneficial for answering
certain questions while hindering performance on
others. Table 2 compares two strategies for com-
bining outputs from three Llama 3 70B models,
each fortified with different knowledge resources
(description, web-search, and knowledge graph).
The margin probability approach entails choos-
ing an answer from the LLM where the difference
p(top1) — p(topa) reaches its maximum for a given
sample. This ensemble strategy outperforms al-
ternative aggregation techniques, highlighting that
diverse external knowledge sources can be advan-
tageous for distinct questions.

Also worth noting is the contribution of the vari-
ous data sources to the final results. Using both un-
certainty estimations, the proportion of predictions
by Llama 3 70B enhanced with knowledge graph is
about 10%, and the web-search and description are
about 44% and 46% respectively, with the margin
probability estimation using slightly fewer predic-
tions made by incorporating web-search.

The popularity is estimated by the number of views of the
corresponding Wiki page per month for the first half of 2023.

The proposed method significantly outperforms
the ChatGPT-based baseline; however, it still lags
behind the top-performing system.

6 Conclusion

In this paper, we detailed the system submit-
ted for the TextGraph-17 workshop, focusing on
the development of KGQA system. We intro-
duced a straightforward yet efficient Llama-3-
based pipeline. Our study investigated how in-
corporating external knowledge into a LLM can
notably enhance KGQA performance. We showed
that a marginal probability combination of three
Llama 3 70B models employing different external
resources outperforms all baselines and attained
a score comparable to the 2nd place in the post-
evaluation phase.

For future work, we propose testing various
LLMs at different scales and exploring different
methods for integrating external knowledge. Ad-
ditionally, we aim to compare open LLMs with
proprietary LLMs. Furthermore, we did not exam-
ine the multilabel capability of our solution, and a
comprehensive error analysis is essential.

The proposed KBQA approach can be employed
independently or integrated within a NLP frame-
work (Burtsev et al., 2018).
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A Prompts

p
Prompt with web-search context

You are a helpful assistant. You must follow the rules before answering:

- A question and its answer options will be provided.

- The question has only one correct option.

- The correct answer is always given.

- Write only the number of the correct option.

- If you do not know the answer, write only the number of the most likely one.

Below are the facts that might be relevant to answer the question:
1. Review by Karin Tanabe. October 18, 2023 at 11:00 a.m. John Grisham ...
2. Some of his most famous books include ...
If there is no relevant fact, rely on your knowledge or choose a more likely option.

Question:
"After publishing A Time to Kill, which book did its author begin working on immediately?"
Options:
0. {"answer": "A Feast for Crows", "WikiDatalD": "Q1764445")
1. {"answer": "Fear and Loathing in Las Vegas", "WikiDatalD": "Q772435"}...

Prompt with textualized graph

You are a helpful assistant. You must follow the rules before answering:

- A question and its answer options will be provided.

- The question has only one correct option.

- The correct answer is always given.

- Write only the number of the correct option.

- If you do not know the answer, write only the number of the most likely one.

Question:
"In Harry Potter literature series wrote by J.K. Rowling, which follows Harry Potter and the
Philosopher’s Stone?"
Options:
0. {"answer": "Half-blood Prince", "WikiDatalD": "Q10355035", "WikiDataGraph": "Harry Potter
and the Half-Blood Prince is a book in the Harry Potter universe, written by J. K. Rowling and part
of the Harry Potter series..."}
1. {"answer": "Harry Potter", "WikiDatalD": "Q8337", "WikiDataGraph'": "J. K. Rowling wrote
Harry Potter and Harry Potter and the Sorcerer’s Stone..."}...
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