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Abstract 

This paper introduces a novel late interac-
tion mechanism for knowledge base ques-
tion answering (KBQA) systems, combin-
ing Graphormer and transformer represen-
tations. We conducted extensive experi-
ments, comparing various pooling mecha-
nisms and configurations. Our results 
demonstrate significant improvements in 
F1-score compared to traditional baselines. 
Specifically, we found that attention pool-
ing, in conjunction with linearized graph 
and question features alongside sub-graph 
representations, yields the best perfor-
mance. Our study highlights the importance 
of advanced interaction mechanisms and 
the integration of diverse modalities in 
KBQA systems. 

1 Introduction 

Transformer models have dramatically reshaped 
the field of Natural Language Processing (NLP), 
exemplified by their robust ability to capture intri-
cate textual semantics. Pioneering models such as 
BERT have revolutionized various NLP tasks, par-
ticularly in the domain of question-answering (QA) 
systems (Devlin et al., 2019). However, despite 
these advancements, the challenge of accurately 
answering factoid questions, which often demand 
precise, context-specific information, continues to 
pose unique hurdles for language models (Dubey 
et al., 2019; Sen et al., 2022). While BERT and its 
successors excel in text processing, their applica-
tion is sometimes limited without the integration of 
structured, contextual data from external sources. 

These challenges often require not just an under-
standing of the text but also the effective navigation 
and interpretation of structured knowledge embed-
ded within knowledge graphs. Recent advance-
ments in the field have seen a shift towards lever-
aging such graphs, which encapsulate rich, inter-
linked data that can enhance the contextual ground-
ing of answers (Z. Zhang et al., 2020). Knowledge 
Graphs has been increasingly utilized for solving 
complex tasks to enrich language models' re-
sponses, making them more accurate and contextu-
ally aware (Saxena et al., 2020). One notable ap-
proach proposes an innovative method of integrat-
ing Large Language Models (LLMs) with 
Knowledge Graphs to enhance QA systems (Salni-
kov et al., 2023). This method significantly boosts 
the accuracy of LLMs by using sub-graph extrac-
tion based on question entities and re-ranking an-
swer candidates through the linearization of these 
sub-graphs. 
Building upon these foundational insights, this pa-
per aims to further enhance the integration of Lan-
guage models with Knowledge Graphs. We pro-
pose a novel solution that utilizes both transformer-
based text embeddings and knowledge graph em-
beddings more efficiently1. 

2 Related Work 

The ability of transformers to capture textual se-
mantics has led towards a lot of research in 
knowledge and domain adaptation of transformers 
for question answering tasks (Blom & Pereira, 
2023; Cao et al., 2020; Nassiri & Akhloufi, 2023; 
Yue et al., 2021). 
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For instance, recent studies have explored the inte-
gration and text representations and transformers 
for KGQA tasks (Lan et al., 2021; Pereira et al., 
2022). 
The current work is an extension of retrieval-based 
methods for knowledge base question answering 
systems. Previous works have analyzed kg-entity-
embedding to question embedding comparison and 
ranking for fetching answer candidates (Razzhi-
gaev et al., 2023; Saxena et al., 2020) or reranking 
extracted subgraphs using importance prediction 
(Sun et al., 2019). All these methods are limited to 
using text features (entities) from these graphs. 
Thus, treating it as a single modality Natural Lan-
guage Processing (NLP) problem. (Salnikov et al., 
2023) generates candidates using LLMs and uses 
graph linearization to integrate graph data into t5-
transformers for ranking. (Wang et al., 2022) stud-
ied the use of convolution neural networks for scor-
ing answer entities in relation to question and graph 
paths features. (X. Zhang et al., 2022) developed a 
multi-modal approach fusing text and graph repre-
sentations. QA-GNN (Yasunaga et al., 2021) ex-
plored suggested using message forwarding to up-
date the LM and GNN embeddings simultane-
ously. Contrasting to all these approaches, the cur-
rent approach explores the use of transformers and 
graph transformers representation using multiple 
late-interaction heads and binary classifying the 
candidates generated by LLMs using (Salnikov et 
al., 2023) for correct answer candidates. 

3 Methodology 

Figure 1 depicts the overview of our late interaction 
mechanism for Graphormer and transformer repre-
sentations. The text and graph interactions after 
pooling are passed through multiple interaction 
heads. Finally, these fully interacted representa-
tions are used to binary classify; question, answer-
entity and sub-graph set for correct and incorrect 
answers. 

3.1 Dataset 

The dataset2 (Sakhovskiy et al., 2024) consists of 
questions with a list of Wikidata entities mentioned 
in them. For each question, there are 5-10 answer 
candidates provided, all in the form of Wikidata en-
tities. Additionally, a Wikidata sub-graph is given, 
which includes the shortest paths between the enti-
ties mentioned in the question and the entities listed 
as answer candidates.  

3.2 Text Module 

To extract textual information, we embed text rep-
resentations into a language model encoder. Here 
we are using a t5-transformer encoder with multi 
head attention for encoding our representations. 
The text embedding is represented in Eq. 1. 
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where ℎప௡௧
(௟)෪

,  denotes representation of text before 
late interaction. 

3.3 Graph Module 

We employed Graphormer to depict sub-graph 
paths and structures (Ying et al., 2021). The native 
NetworkX encoding of our sub-graphs' structural 
information includes edge encoding in the atten-
tion, spatial (shortest path between node matrices), 
and centrality (in/out degrees). The graph embed-
dings are represented with Eq.  2. 
                                                                       

ቄ𝑔ప௡௧
(௟)෢

, 𝑔ଵ
(௟)෢

, ⋯ , 𝑔௃
(௟)෢

ቅ =

𝐺𝑟𝑎𝑝ℎ𝑜𝑟𝑚𝑒𝑟 ቀቄ𝑔௜௡௧
(௟ିଵ)

, 𝑔ଵ
(௟ିଵ)

, ⋯ , 𝑔௃
(௟ିଵ)

ቅቁ. 

(2) 

Where 𝑔ప௡௧
(௟)෢

 denotes representation of graph before 
late interaction. 

3.4 Interaction Module 

Pooled text and graph representations are calcu-
lated by passing them through a pooling layer. 
Mean Pooling, CLS pooling, and attention pooling 
are used as candidates for our experiments. To in-
teract with and exchange information between text 
and graph representations, a text-graph interaction 
module (Eq. 3) is utilized, drawing inspiration from 
(Lei et al., 2022). 
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(3) 
The above equation utilizes a inter function. The 
function first calculates the self and cross modality 
similarity coefficients between pooled text and 
graph embeddings: 
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where “⊗” indicates the dot product and θ1 and θ2 
are hyper-parameters that convert the modality rep-
resentations into the interaction-sensitive space. 
The final similarity weights are then obtained using 
a softmax function: 

           
𝑤෥௛௛ , 𝑤෥௛௚ = softmax൫𝑤௛௛ , 𝑤௛௚൯ ,

𝑤෥௚௚, 𝑤෥௚௛ = softmax൫𝑤௚௚, 𝑤௚௛൯ .
    (5) 

In the end, the interaction modules use the com-
puted similarity weights to enable interaction be-
tween the two representations: 
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3.5 Classification Module 

The post interaction graph and text representation 
are passed through a concatenation layer and fi-
nally through a classification head to classify if the 
set of question, answer entity and sub-graph is fac-
tually correct or not. 

4 Results and Discussion 

The outcomes of the proposed approach are shown 
in this section, along with comparisons to several 
baselines. The number of interaction heads for all 
the experiments were taken as 10 with a learning 
rate 3e-5. A learning scheduler was using for avoid-
ing overfitting and training was conducted for a to-
tal of 10 epochs. F1-score was considered as the 
evaluation metric. The results are summarized in 
Table 1. It is demonstrated that, our late interaction 
framework outperforms the baselines of baseline-
text -only, baseline-graph-only and baseline-text-
graph. Different pooling mechanisms were com-
pared for the study (Table 1). Attention pooling 
mechanism outperformed CLS and mean pooling. 
Attention Pooling layer with linearized graph and 
question as text features and sub-graph as graph 
feature representation inter-action provided best re-
sults. We also compared out interaction function 
with other interaction function such as: 
 
1 https://github.com/mayank-rakesh-mck/TextGraphs17-
shared-task 
2  https://github.com/uhh-lt/TextGraphs17-shared-
task/tree/main 

 Average Function calculates the average 
of text and graph representation. 

 Soft function calculates new representa-
tion using two learnable parameters as 
weights for interaction. 

Our proposed method outperforms both interaction 
mechanism in terms of F1-score. 

5 Conclusion 

For knowledge base question answering (KBQA) 
systems, our work presents a novel late interaction 
method that combines transformer and Graphor-
mer representations. Compared to conventional 
baselines, this method performs significantly bet-
ter, showing gains in F1-scores.  
We discovered that attention pooling leads to the 
best classification performance, particularly when 
combined with question features and linearized 
graphs with sub-graph representations.  
To improve KBQA systems, our research empha-
sizes the significance of combining various modal-
ities and using cutting-edge interaction methods. 
By enhancing model robustness and performance 
through efficient integration of textual and graph-
based data, this research paves a path for further 
improvements in factoid-based question answer-
ing. 

 

Figure 1: The framework for the proposed interaction 
method between text and graph representations. 
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