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Abstract

Large Language Models (LLMs) have been ex-
hibiting outstanding abilities to reason around
cognitive states, intentions, and reactions of
all people involved, letting humans guide and
comprehend day-to-day social interactions ef-
fectively. In fact, several multiple-choice ques-
tions (MCQ) benchmarks have been proposed
to construct solid assessments of the models’
abilities. However, earlier works demonstrate
the presence of inherent "order bias" in LLMs,
posing challenges to the appropriate evaluation.

In this paper, we investigate LLMs’ resilience
abilities through a series of probing tests us-
ing four MCQ benchmarks. Introducing adver-
sarial examples, we show a significant perfor-
mance gap, mainly when varying the order of
the choices, which reveals a selection bias and
brings into discussion reasoning abilities. Fol-
lowing a correlation between first positions and
model choices due to positional bias, we hy-
pothesized the presence of structural heuristics
in the decision-making process of the LLMs,
strengthened by including significant examples
in few-shot scenarios. Finally, by using the
Chain-of-Thought (CoT) technique, we elicit
the model to reason and mitigate the bias by
obtaining more robust models.

1 Introduction

The intensifying dispute on AI abilities has led to
the evolution of robust evaluation methods to as-
sess the actual limits of LLMs. Recently, many
anecdotal examples have been used to suggest that
LLMs such as GPTs (OpenAI, 2023), Llamas (Tou-
vron et al., 2023a), and other well-known models
are proficient at understanding that people have
ideas, thoughts, emotions, and preferences, which
is referred to the Neural Theory of Mind (N-ToM)
(Sap et al., 2022).

Although these abilities have been observed, ear-
lier works advance conflicting conclusions show-
ing that many solved tasks rely on memorization

(Ranaldi et al., 2024a) and superficial heuristics
(Shapira et al., 2024), as well-known as Clever
Hans Effect.

In fact, it seems that LLMs are very sensitive to
the arrangement of components in prompts (Zhu
et al., 2023), as it directly affects the evaluation of
their ability to understand and reason about specific
tasks (Ranaldi et al., 2023a,d; Wang et al., 2023a;
Lu et al., 2023). Given these findings, our research
question arises: Do LLMs have N-ToM abilities,
or is it a Clever Hans Effect?

In this paper, we propose a systematic evaluation
using several benchmarks with the multiple-choice
questions (MCQ) format to investigate the interplay
between N-ToM and Clever Hans Effect. In order
to probe the real abilities of LLMs, we introduce
different adversarial strategies by varying the order
and altering the content of choices in zero- and
few-shot scenarios.

We conduct different experiments using two ver-
sions of Llama (Touvron et al., 2023a,b), Vicuna
(Chiang et al., 2023), and Falcon (Almazrouei et al.,
2023) on four different MCQ benchmarks. Hence,
by using PIQA (Bisk et al., 2019), OpenBookQA
(Mihaylov et al., 2018), CommonsenseQA (Tal-
mor et al., 2019), Social IQA (Sap et al., 2019)
we demonstrate that LLMs have particular N-ToM
abilities, but they are not robust.

More specifically, behind in-depth analyses in a
zero-shot scenario, we discover a substantial sen-
sitivity gap between the original and adversarial
benchmarks. Following, we tested different set-
tings in a few-shot scenario, where we observed
that introducing examples in the input prompt led
to marginal improvements in the robustness of the
LLMs. These results led us to hypothesize that
considerable sensitivity in prompting emerges from
LLMs’ positional bias in that they tend to favor spe-
cific structures. Therefore, Clever Hans’ heuristics
emerge as the choice is not made through reasoning
ability.
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Figure 1: We proposed three different prompts: the original prompt consisting of the Question and the Choices
and two adversarial prompts consisting of the Question and different Choices order (the example is taken from the
OpenBookQA).

Nevertheless, the integration of demonstrations
within the input prompts has manifested as a salient
mechanism, markedly enhancing the predictive
accuracy of LLMs. The impact of the Chain-
of-Thought paradigm elucidates bifurcated advan-
tages: it fortifies both the robustness and interpre-
tative stability inherent to the models while con-
currently attenuating the positional bias. These
methodological augmentations suggest emergent
N-ToM abilities, indicating a more profound and
contextually attuned linguistic grasp.

Our findings can be summarized as follows:

• LLMs, while lacking robust N-ToM abilities,
often resort to structural heuristics;

• When instructed appropriately via few-shot
demonstrations, the stability of LLMs im-
proves considerably;

• Hiring a step-by-step methodology boosts en-
riched reasoning abilities within LLMs, result-
ing in more consistent results.

Via these studies, we have contributed to a
deeper understanding of how the order of options
influences the decision-making process of LLMs in
multiple-choice questions and offer practical solu-
tions to increase robustness and reliability in such
tasks.

2 Empirical Investigation & Analysis

Intending to empirically assess the incline between
the Neural Theory of Mind abilities and Clever
Hans traps into which Large Language Models
(LLMs) could fall, we propose a series of ex-
periments where we use four question-answering
benchmarks presented in Section 2.1 and several
adversarial experiments introduced in Section 2.2).

2.1 Speculative Benchmark

An essential component of the Theory of Mind
(ToM) is the ability to reason about the intentions
and reactions of participants to social interactions.
To measure it in LLMs, i.e., Neural-ToM (N-ToM)
with empirical methods, Sap et al. (2022) was used
Social IQa (Sap et al., 2019).

In our work, we extend the study by also con-
sidering: PIQA (Bisk et al., 2019), OpenBookQA
(Mihaylov et al., 2018), CommonsenseQA (Tal-
mor et al., 2019). Table 1 shows one example for
each dataset. The common factor in these datasets
is the type of question-answering format, as they
are multiple-choice questions (MCQ). This format
makes it easier to edit the prompt and observe the
output. In particular, the selected datasets deal with
the following topics:

OpenBookQA is a resource that contains ques-
tions requiring multi-step reasoning, common
knowledge, and rich text comprehension. It is mod-
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Dataset Example
When birds migrate south for the winter, they do it because

OpenBookQA (Mihaylov et al., 2018) A) they are genetically called to. B) their children ask them to.
C) it is important to their happiness. D) they decide to each.
Taylor gave help to a friend who was having trouble keeping up with
their bills.

Social IQa (Sap et al., 2019) What will their friend want to do next? A) Help the friend find a higher
paying job. B) Thank Taylor for the generosity. C) pay some of their
late employees.
How do you attach toilet paper to a glass jar? A) Press a piece of
double-sided

PIQA (Bisk et al., 2019) tape to the glass jar and then press the toilet paper onto the tape.
B) Spread mayonnaise all over the jar with your palms and then roll
the jar in toilet paper.
Aside from water and nourishment what does your dog need?

CommonsenseQA (Talmor et al., 2019) A) bone. B) charm. C) petted.
D) lots of attention. E) walked.

Table 1: Examples of the datasets used in this paper.

Model Backbone
Alpaca-13b (Taori et al., 2023) Llama
Vicuna-13b (Chiang et al., 2023) Llama
Instruct-Falcon 7b (Almazrouei et al., 2023) Falcon
Llama2-chat 13b (Touvron et al., 2023b) Llama2

Table 2: Models used in our work, found on hugging-
face.co. We used all the default configurations proposed
in the repositories for each model.

eled behind open-book exams for evaluating human
understanding of a topic.

CommonsenseQA is one of the best-known
datasets of answers to multiple-choice questions
dealing with different types of general common-
sense knowledge.

Physical Interaction Question Answering
(PIQA) is a resource consisting of a series
of everyday situations with a pair of typical
or atypical solutions. The choice of the most
appropriate solution is binary.

Social Interaction Question Answering (Social
IQa) is a benchmark focusing on reasoning about
people’s actions and social implications. The ac-
tions in Social IQa cover various social situations
and candidates for plausible and not plausible an-
swers.

Hence, we select benchmarks with the same
structure, MCQ, by the number of different choices,
which range from the five choices of Common-
senseQA to the four of OpenBookQA, three of So-
cial IQa, and finally, the two of PIQA. This choice
allows us to conduct different types of analysis.

Model Available Hugging Face

Alpaca-13b (Taori et al., 2023) tolen/alpaca-lora-13b
Vicuna-13b (Chiang et al., 2023) lmsys/vicuna-13b
Instruct-Falcon 7b (Almazrouei et al., 2023) tiiuae/falcon-7b-instruct
Llama2-chat 13b (Touvron et al., 2023b) meta-llama/Llama-2-13b-chat

Table 3: In this table, we list the versions of the models
proposed in this work, which can be found on hugging-
face.co. We used all the default configurations proposed
in the repositories for each model.

2.2 Adversarial Shuffling
The LLMs’ impressive knowledge and desirable N-
ToMs abilities can be empirically assessed through
a series of benchmarks. However, these abilities
should persist in the presence of alterations such as
the order of choices in MCQ. To probe robustness,
we introduce probing experiments by changing the
order of the target choices. In particular, we pro-
pose two different versions wherein, in the first, we
insert the target choice as first, and in the second,
we insert the target choice as last, which we defined
as "First Target" and "Last Target", as showed in
the blue and red block in Figure 1.

3 Experiments

To investigate the open question of social intelli-
gence and Theory of Mind in modern NLP models
from an empirical viewpoint, we extended the eval-
uations of Sap et al. (2022) to a series of Specula-
tive Benchmarks (Section 2.1) altered with appro-
priately constructed Adversarial Shuffling (Section
2.2) prompts. Then, to assess the factual abilities
of the Large Language Models (LLMs), we set
up several baseline models (Section 3.1), which
we probed with different approaches (Section 3.2).
Hence, we performed a series of systematic evalua-
tions to observe the impact of the proposed meth-
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ods.

3.1 Instruction-tuned LLMs
In this paper, we use four instruction-tuned meth-
ods to produce an empirical analysis of the ob-
jective ability of different Large Language Mod-
els (LLMs). Their power seems to be in the
form of a novel tuning called instruction-tuning.
These LLMs are fine-tuned LLMs on Instruction-
following demonstrations (Ouyang et al., 2022) and
how an important part of the currently in-vogue
LLMs have at their base a decoder-only architec-
ture. Therefore, we experiment with models of
different families of LLMs with similar sizes to
avoid creating critical differences. In particular,
Alpaca-Lora, fine-tuned on Standford Intruction-
following demonstrations (Taori et al., 2023) that
has at its backbone Llama-13b (Touvron et al.,
2023a), Llama-2-chat-13b fine-tuned on custom
data (Touvron et al., 2023b), Vicuna-13b (Chi-
ang et al., 2023) fine-tuned on ShareGPT data and
Falcon-7b-instruct (Almazrouei et al., 2023) fine-
tuned on Refinedweb data (Penedo et al., 2023).
For simplicity of notation in the following exper-
iments, the models will be named as follows: Al-
paca (Alpaca-Lora), Falcon (Falcon-7b-instruct),
Vicuna (Vicuna-13b), Llama2 (Llama-2-chat-13b).
These selected models, summarized in Table 2, are
all accessible open-source on the Hugging Face
platform (Table 3).

3.2 Experimental Setup & Evaluation
LLMs seem to have interesting abilities as well as
introduced in Section 5. However, LLMs seem to
be sensitive to the input required. They produce
satisfactory answers if they are rightly prompted.
To investigate whether their abilities are attributable
to Coincidental correlations or inherited N-ToM
abilities, we standardized the probing techniques
to conduct systematic analyses that yield robust
empirical results.

Multiple-Choice Prompting We set the prompts
by structuring them as follows: "Choose the
answer to the question only from
options [A, B, C, and D]. Question:
{question}. and after the line character the
"Choices: {options}." also appropriately
separated by the return character and finally
"Answer:".

Zero- & Few-shot Prompting Furthermore, we
conducted the experiments in a zero-shot and one-

shot scenario. In the first case, the prompt consists
of the introduction of the task, the question, and the
possible choices (see Figure 1). In the second case,
a prompt like the previous one was constructed in
which an example with the corresponding target
was inserted (see Figure 6).

Chain-of-Thought Prompting Finally, to elicit
the reasoning abilities of the proposed models,
we adopted the Chain-of-Thought (CoT) approach
(Wei et al., 2023) by prompting the input query
after "Answer:" the formula "Let’s think step
by step" (see Figure 6). Although we are aware
of the limitations of this method on models with a
few billion parameters (with more than 60B param-
eters as stated by Wei et al. (2023)), we decided
to test it anyway because, as we will see later in
the experiments, it delivered more stability to the
models used.

Evaluation The most commonly used evaluation
methods for MCQ tasks are language-model prob-
ing, where the option with the highest probability
is chosen (Brown et al., 2020), and multiple-choice
probing, where models are asked to respond. The
evaluation in the former case is done with a func-
tion that takes the max value, while in the latter
case, a string matching. The second method is
widely used in recent evaluations because it applies
to models such as GPT-x (GPT-3.5 and GPT-4)
(OpenAI, 2023) that do not produce probabilities.

We could use both methods in our experiments,
but we selected the second method for a compara-
ble and scalable pipeline. We performed a string
matching of the generated outputs and the target
choice.

4 Results

Looking for evidence that Theory of Mind (ToM)
has been inherited from Neural Minds is like look-
ing for a drop in the ocean. The results in Table 4
show the fluctuations in the performances obtained
from Instruction-tuned Large Language Models
(LLMs) on more straightforward patterns (Section
4.1). However, although the evident gaps seem
to be order-dependent, the performances obtained
from the few-shot scenario are encouraging (Sec-
tion 4.2). These data presaged a strong inclination
toward Clever Hans’s effects. Therefore, we ana-
lyzed the impact of elicitation on the reasoning of
LLMs using promting techniques (Section 4.3) that
showed strong improvements.
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Models OpenBookQA Social IQa CommonsenseQA PIQA

Origin First Last Origin First Last Origin First Last Origin First Last

Alpaca 36.2 +11.7 -9.2 48.2 +8.5 -18.6 55.2 +8.4 -11.7 62.7 +2.3 -1.8
Falcon 54.8 +3.2 -13.6 57.5 +3.6 -14.5 60.2 +5.3 -7.8 68.6 +1.7 -0.9
Vicuna 58.1 +3.9 -8.6 60.3 +3.1 -6.4 66.4 +6.3 -6.4 74.2 +1.9 -1.2
Llama2 61.2 +3.6 -5.8 65.6 +4.3 -5.2 80.5 +2.3 -4.6 82.5 +1.6 -1.2

Table 4: Accuracy on the benchmarks introduced in Section 2.1 performs on the original order of the choices
’Origin’, shifting the target choice respectively as first ’First’ last ’Last’. The specific position of the target choice
causes drastic fluctuations in performance.

Figure 2: Evaluation results on proposed benchmarks. First means that the target is the first choice. Last means that
the target is the last choice.

Choose the answer to the question
only from options A, B, C, D.

Question: Which of these would stop a car
quicker?

A) a wheel with wet brake pads
B) a wheel without brake pads
C) a wheel with worn brake pads
D) a wheel with dry brake pads
Answer: Let’s think step by step

Table 5: This is an example of our Chain-of-Thought
prompting approach.

Fine-grained analysis revealed critical issues
about the robustness of LLMs and their tendency to
Clever Hans effects; however, elicitation to reason-
ing produced thrilling results that opened the way
for new hypotheses about the Neural-ToM abilities
inherited by LLMs.

4.1 Does the Order Matter?
The order of the input parameters seems to have a
considerable impact on the choices of the LLMs.
In fact, as shown in Table 4, there are significant
imbalances in accuracy as the target options change
(see the differences in the Firsts and Lasts columns).
This positional bias manifests more in zero-shot
scenarios, as also showed in (Robinson et al., 2023;
Zheng et al., 2023a). Furthermore, the gaps differ
between the benchmarks; e.g., in PIQA, there are
no significant differences as there are only two
possible choices.

In addition to highlighting the presence of a bias
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Choose the answer to the question
only from options A, B, C, D.

Question: Which of these would stop a car
quicker?

A) a wheel with wet brake pads
B) a wheel without brake pads
C) a wheel with worn brake pads
D) a wheel with dry brake pads
Answer: D) a wheel with dry brake pads

Choose the answer to the question
only from options A, B, C, D.

Question: What animal eats plants?
A) eagles
B) robins
C) owls
D) leopards
Answer:

Table 6: This is an example of our one-shot prompting
approach.

toward order, this phenomenon presages factual
evidence that models are prone to adopt shallow
heuristics when faced with several choices. For
this reason, we analyzed in Section 4.4 whether the
performances on the original benchmarks are partly
supported by the instances with the first choice, i.e.,
option ’A)’, as the original target.

4.2 Could Few-shot Prompting be a solution?
Although the LLMs are affected by order bias,
they should also be sensitive to the structure of
the prompt. Hence, we conduct experiments in a
few-shot scenario, particularly one-shot. As intro-
duced in Section 3.2, we constructed the prompt
by providing a random pair instance-target of the
benchmark under evaluation, for example, as Fig-
ure 6.

As shown in Figure 2, constructing prompts with
question-answer demonstrations helped reduce the
order bias predominantly for the adversarial ver-
sions of the benchmarks considered (see the red
columns in Figure 2). However, although the re-
sults were encouraging, providing examples in a
few-shot scenario is not an optimal strategy for two
reasons: firstly, it is not possible to analyze the

proper knowledge and abilities of the LLMs; sec-
ondly, providing examples very close to the ques-
tion the model is supposed to answer could cause
the model to fall into Clever Hans effects (Shapira
et al., 2023).

4.3 N-ToM Abilities or Prompting
Techniques?

Stimulating the generative abilities of LLMs could
be the key. Figure 2 shows that the performance
of models where Chain-of-Thought prompting has
been done is more stable and significantly better.
In particular, Llama2 and Vicuna have benefitted
best from this technique.

Hence, constructing prompts with strategically
placed choices facilitates shallow heuristics, and
providing examples produces Clever Hans Effects
elicitation to step-by-step reasoning prompts the
LLMs to consider the whole question with choices.
Moreover, the production of the choice between the
various seems more robust as the model seems less
uncertain. However, this strategy does not always
seem to have positive effects. Alpaca-Alpaca-Lora
and Falcon do not have the same sound effects as
the other two models.

4.4 Ablation Study

Downstreaming our analysis, we observed the pres-
ence of a bias in the order of choices. Indeed, as dis-
cussed in Section 4.1, there is a strong bias towards
the first choice, i.e., ’A)’. Therefore, we examined
whether this bias supports the performances of the
original benchmarks. We then reproduced all the
experiments by eliminating the instances that target
the first choice. In this experiment, we did not con-
sider PIQA as it only has two choices; therefore,
the results are irrelevant for this experiment.

Our experiment in Figure 3 reveals a gap be-
tween the performances obtained without the ’sim-
ple’ instances. This result shows that, indeed, the
performance of the evaluation benchmarks is af-
fected by positional bias. However, these are more
dramatic than denying all experiments but must be
considered as they could distort many evaluations.

5 Related Work

5.1 Evaluation of Large Language Models

Increasing confidence in LLMs requires a funda-
mental empirical assessment part. Traditional eval-
uation methods assess the ability to respond to in-
structions by calculating metrics such as BLEU,
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Figure 3: Accuracy on original benchmarks vs. corrupted benchmarks. They stem from the original ones without
instances where the target choice is the first among the multiples.

ROUGE, or BERTScore to compare the generated
response with a reference response. However, these
metrics need to adequately measure the alignment
of the generated response with human intent (He
et al., 2023). Although human evaluation is con-
sidered the most accurate measure of model per-
formance, it is expensive and time-consuming to
perform at scale. Therefore, researchers have be-
gun using LLMs to evaluate generative models’
ability to follow human instructions (Zheng et al.,
2023b; Lu et al., 2023). Zheng et al. (2023b) used
GPT-4 (OpenAI, 2023) as an arbiter to compare the
answers of the two models. However, Wang et al.
(2023c,b) demonstrated several weaknesses in this
method, giving rise to a proliferation of skepticism
that has been reinforced by a series of works high-
lighting sensitivity to prompting (Lu et al., 2023)
and instability to response generation (Wang et al.,
2023b; Zhu et al., 2023).

5.2 Question-answering Benchmark
In parallel with the multiple validation techniques,
numerous Question-answering benchmarks have
arisen consisting of multiple subtasks characterized
by multiple-choice questions. These benchmarks
have been introduced as a method to assess reason-
ing skills and (Artetxe et al., 2019; Lewis et al.,
2020; Hendrycks et al., 2021; Suzgun et al., 2022)
factual abilities (Elsahar et al., 2018; Petroni et al.,
2019). Despite the difficulties present in these tasks,

great strides have been made with language mod-
els achieving human-like performance in various
benchmarks (OpenAI, 2023; Savelka et al., 2023;
Liévin et al., 2023). However, the effective use
of these tasks to effectively probe reasoning and
other knowledge presents substantial challenges
that deserve further investigation.

5.3 Clever Hans Effect & Neural Theory of
Mind

Large Language Models psychotherapy seems to
be an emerging field (Hewitt et al., 2023; Meng
et al., 2023; Lamparth and Reuel, 2023) Recent
studies on the emerging abilities of Large Language
Models have proposed numerous theories (Wei
et al., 2022; Kasneci et al., 2023). Some of these
have been empirically proven, while others have
remained only hypotheses and conjectures that are
difficult to prove. Numerous studies have shown
that LLMs can inherit certain Theories of Mind
(ToM) from learning, defining this as Neural-ToM
abilities (Le et al., 2019; Sap et al., 2019). How-
ever, numerous works have refuted these theories
by scapegoating the Clever Hans Effect (Shapira
et al., 2023). The latter phenomenon has mani-
fested in multiple forms on numerous well-known
benchmarks (Webson and Pavlick, 2022; Carlini
et al., 2023).

In our contribution, we analyzed whether several
open-source LLMs can defend themselves against

320



the traps of the Clever Hans Effect by proposing a
series of experiments. Behind extensive analysis,
we discovered that LLMs are prone to adopt super-
ficial heuristics when they are facilitated in their
decisions.

On the other side of the coin, they can ap-
ply robust mechanisms when prompted to reason.
This opens up different attractive scenarios on the
promising approaches of Chain-of-Thought tech-
niques (Wei et al., 2023).

6 Future Works

In future work, we plan to extend our experimenta-
tion to different models and observe whether this
phenomenon can be mitigated through downstream
model distillation techniques. Hence, we will ex-
tend our work to different models, including GPT-
3.5 and GPT-4. On the other hand, we study the
impact and robustness of the variation of backbone
model parameters (as done in (Ranaldi and Pucci,
2024)) and how it affects further trained mod-
els through refinement techniques using teacher-
student approaches (Ranaldi and Freitas, 2024) and
multi- and cross-lingual techniques (Ranaldi and
Pucci, 2023a; Ruzzetti et al., 2023; Ranaldi et al.,
2023b, 2022a). At the same time, it will be of
interest to us to analyze whether prompt engineer-
ing techniques are affected by this phenomenon,
such as Chain-of-Thought in contexts with few-
shots and Tree-of-Thought in cross-lingual contexts
(Ranaldi et al., 2024b). Addressing these studies
will allow us to look at the problem from multiple
perspectives and investigate the consequences of
shallow heuristics.

Finally, we will analyze the impact of a further
injection of bias into the best-known benchmarks
to observe whether the capabilities of LLMs can
overcome challenging scenarios in order to under-
stand whether these phenomena are indeed related
to structural representations (Zanzotto et al., 2020;
Ranaldi and Pucci, 2023b; Ranaldi et al., 2023c)
handed down by the models or are merely the result
of structural features of Large Language Models
(Onorati et al., 2023; Ranaldi et al., 2022b).

7 Conclusion

The Large Language Models (LLMs) have been
demonstrating interesting abilities in real-world
understanding. Empirically assessing these abil-
ities is a challenging task. In our contribution, we
propose systematic evaluations through multiple-

choice questions (MCQ) benchmarks. However,
our study revealed an inherent order-bias in these
models. Through adversarial testing, we observed
a significant discrepancy in performance, particu-
larly when altering the sequence of options, under-
lining a prevailing selection bias that challenges
the reasoning abilities of the LLMs. We identified
a link between positional preferences and model
selections, which led us to theorize the existence of
structural heuristics guiding the decision-making
process. By incorporating relevant examples in
few-shot contexts, this notion was further strength-
ened. Using Chain-of-Thought approaches allowed
us to make the model introspect its decisions, thus
reducing observed bias and resulting in more reli-
able and robust LLMs.

Our results revealed some limitations regarding
robustness in zero-shot scenarios but simultane-
ously showed that the CoT approach enhances sta-
bility. Our future research will focus on proposing
definitely unseen benchmarks to evaluate real abili-
ties without the presence of distorted glass.

Limitations

In our study, we conducted extensive analyses to
evaluate order bias in open-source Large Language
Models (LLMs) using multiple-choice questions
(MCQ) benchmarks. Following the performed anal-
yses and the results obtained, we observed the
presence of order bias and proposed methods to
mitigate this phenomenon. However, our analysis
needs to be completed, as more robust models were
not tested, as the primary purpose was to analyze
these phenomena in smaller, countable contexts.
We plan to scale our approach to more extensive
and robust LLMs in future developments. In addi-
tion, we plan to include further benchmarks in our
analyses to observe whether the effect also mani-
fests itself with different task types.

Ethical Statement

We have observed the highest ethical standards in
our research and development. We want to empha-
size the following points regarding the sources and
methods used:

• Use of open-source benchmarks: All bench-
marks and datasets used in our work come
from open-access public repositories. We
have ensured the transparency of our meth-
ods by relying on commonly accepted and
widely recognized resources.
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• Content sensitivity: We have consciously re-
frained from using datasets or benchmarks
that could be associated with controversial,
derogatory, or potentially harmful content. We
aim to ensure that our work is inclusive and
respects the diverse perspectives of all stake-
holders.

• Avoiding harmful contexts: In selecting
benchmarks and datasets, we have prioritized
those not linked to contexts where someone
could be offended or harmed. We strive to con-
tribute positively to the community without
causing unintended harm or inconvenience.
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