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Abstract
For the past nine years, the Social Media Min-
ing for Health Applications (#SMM4H) shared
tasks have promoted community-driven devel-
opment and evaluation of advanced natural lan-
guage processing systems to detect, extract, and
normalize health-related information in pub-
licly available user-generated content. This
year, #SMM4H included seven shared tasks in
English, Japanese, German, French, and Span-
ish from Twitter, Reddit, and health forums.
A total of 84 teams from 22 countries regis-
tered for #SMM4H, and 45 teams participated
in at least one task. This represents a growth of
180% and 160% in registration and participa-
tion, respectively, compared to the last iteration.
This paper provides an overview of the tasks
and participating systems. The data sets remain
available upon request, and new systems can
be evaluated through the post-evaluation phase
on CodaLab.

1 Introduction

The number of social media (SM) users continues
to grow worldwide: 86% of US adults and 79%
in Europe use SM (Center; Elliott and Sverdlov,
2012). Advances in automated data processing,
machine learning and natural language process-
ing (NLP) allow us to incorporate this massive

real-time data source from around the world for
biomedical and public health applications, pro-
viding researchers a venue to address the many
methodological challenges unique to this media.
The Social Media Mining for Health Applications
(#SMM4H) Workshop, in its 9th annual iteration,
brings together researchers interested in developing
and sharing NLP methods that enable the system-
atic use of SM data for health research. The tasks
of this year use data from various platforms (X,
Reddit, and patient forums such as Lifeline1 or
YJQA2) and languages (English, Spanish, French,
German, and Japanese), with a special focus on
Large Language Models (LLMs) for Social Me-
dia NLP. Seven tasks organized by experienced
research teams from around the world were se-
lected for 2024. We prioritized tasks evaluating
the generalizability of the proposed approaches by
explicitly creating test sets with out-of-distribution
data such as unseen concepts, multi-lingual and
multi-source texts. These tasks are: extraction and
normalization of adverse drug events in English
tweets (Task 1), cross-lingual few-shot relation ex-
traction for pharmacovigilance in French, German,

1https://fragen.lifeline.de/forum/
2https://chiebukuro.yahoo.co.jp/
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and Japanese (Task 2), multi-class classification of
effects of outdoor spaces on social anxiety symp-
toms in Reddit (Task 3), extraction of the clinical
and social impacts of non-medical substance use
from Reddit (Task 4), binary classification of En-
glish tweets reporting children’s medical disorders
(Task 5), self-reported exact age classification with
cross-platform evaluation in English (Task 6), and
identification of whether an LLM or a human do-
main expert annotated data in the context of health-
related applications (Task 7).

Teams could register for a single task or multiple
tasks. Teams were provided with gold-standard
annotated training and validation sets to develop
their systems and, subsequently, an unlabeled test
set for the final evaluation. After receiving the
test set, all teams were given 5 days to submit the
predictions of their systems to CodaLab —a plat-
form that facilitates data science competitions—
for automatic evaluation, promoting a systematic
performance comparison. Among the 84 teams that
registered, 45 teams submitted at least one set of
predictions: 11 teams for Task 1, 3 teams for Task
2, 15 teams for Task 3, 3 teams for Task 4, 20 teams
for Task 5, 7 teams for Task 6, and 3 teams for Task
7. Teams that submitted predictions were invited
to submit a short manuscript describing their sys-
tem, and 38 of the 45 teams did. Each of these 38
system descriptions was peer-reviewed by at least
2 reviewers. In this article, we present the anno-
tated corpora, the technical summaries of all the
participating systems, and the performance results,
providing insights into state-of-the-art methods for
mining social media data for health informatics.

2 Tasks

2.1 Task 1: Extraction and normalization of
adverse drug events in English tweets

Adverse drug events (ADEs) are harmful and un-
desired reactions attributed to the intake of a drug
or medication. Active post-market surveillance is
essential, given clinical trials may not detect all
potential ADEs, particularly for vulnerable popula-
tions. Social media can complement traditional re-
porting systems, such as the FDA’s Adverse Event
Reporting System (FAERS) for pharmacovigilance
(Leaman et al., 2010; Tricco et al., 2018). Task 1 in-
volved automatically extracting ADE text spans in
tweets and normalizing them to their standard pre-
ferred term IDs (ptIDs) in the Medical Dictionary
for Regulatory Activities (MedDRA).

Dataset The dataset for Task 1 contains a total
of 18,185 tweets with 1,650 adverse drug events
(ADEs) labeled in the training set, 965 tweets with
85 ADEs in the development set, and 11,799 tweets
with 1,232 ADEs in the test set. The training, de-
velopment, and test splits include 1,239, 65, and
915 tweets reporting at least one ADE. Notably,
5.8% of the ADEs in the development set are un-
seen (i.e., they do not appear in the training set),
and 22.0% of the ADEs in the test set are unseen
(i.e., they do not appear in either the training or
development sets). This was done explicitly to test
the systems’ generalizability (understood as their
capacity to detect unseen mentions).

Evaluation We used three different evaluation
metrics: the ADE normalization score for all ptIDs,
the ADE normalization score for unseen ptIDs,
and ADE extraction scores. The first two met-
rics are the same as those used in the shared task
in SMM4H-2023 (Klein et al., 2024b), while the
third metric was used in past ADE extraction tasks
in SMM4H (Magge et al., 2021a; Weissenbacher
et al., 2022a). We use precision, recall, and F1

scores for all three evaluation metrics, where a true
positive prediction means that for each tweet, the
predicted annotation (either ADE ptID or ADE text
span) matches the gold standard annotation. The
CodaLab site for this task is https://codalab.
lisn.upsaclay.fr/competitions/18363.

2.2 Task 2: Cross-Lingual few-shot relation
extraction for pharmacovigilance in
French, German, and Japanese

Task 2, like Task 1, focuses on information ex-
traction for pharmacovigilance, but it evaluates
a multilingual corpus of texts gathered from di-
verse sources, including patient forums, social me-
dia, and clinical reports in German, French, and
Japanese. This task has two subtasks: (2a) named
entity recognition (NER) for identifying mentions
of drugs, disorders, and body functions, and (2b)
joint NER and relation extraction (RE), evaluating
both the extraction of entities and their relation-
ships.

Dataset The training data consists of texts col-
lected from both Twitter and a Q&A forum related
to healthcare issues. It includes 392 documents
in the training and 168 documents in the develop-
ment set in Japanese, as well as texts in German
collected from a health forum (70 documents in
the training set and 23 documents in the develop-
ment set). In addition, 4 French documents were
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added to the training set by automatically translat-
ing German documents collected from the same
patient forum as German data and manually re-
viewed by a native French speaker. The test data
comprised 118 Japanese documents, 25 German
documents, and 96 French documents. Note that
the translated French data did not overlap with the
German data. All data were taken from the fine-
grained KEEPHA corpus (Raithel et al., 2024b)
and filtered for the aforementioned entity and rela-
tion types. All data were annotated with the same
annotation guidelines, focusing on detecting and
extracting adverse drug reactions, modeled by asso-
ciating medication mentions with disorder (medical
signs and symptoms) and body function mentions.
The relation distribution is imbalanced (i.e., the
number of “treatment_for” relations is much lower
than that of “caused” relations), adding to the task’s
difficulty. The format of the annotations, and there-
fore the format of the desired predictions, is brat
(Stenetorp et al., 2012).

Evaluation Participating systems were evalu-
ated on CodaLab using macro precision, recall
and F1 score for both Subtask 2a and 2b across
all languages in an exact match setup (only exact
matching of entities are considered correct). For
further analysis, single submissions were evaluated
by language and with relaxed entity scores. The
CodaLab site for this task is https://codalab.
lisn.upsaclay.fr/competitions/17204.

2.3 Task 3: Multi-class classification of effects
of outdoor spaces on social anxiety
symptoms in Reddit

Social anxiety disorder (SAD), which is anxiety
that occurs or is triggered by any situation in-
volving other people where the individual may be
judged or scrutinized, may affect up to 12% of
the population at some point in their lives (Kessler
et al., 2005). The onset of SAD occurs early in life,
beginning by age 11 in 50% and by age 20 in 80%
of patients (Stein and Stein, 2008). Individuals with
SAD report experiencing symptoms for a decade
before seeking treatment. However, some turn to
social media platforms like Reddit to discuss their
symptoms, share experiences, and seek advice for
alleviating their condition. While outdoor activities
in green -like gardens or parks- or blue -like rivers
or lakes- outdoor spaces have been shown to bene-
fit those with other anxiety disorders, research on
their impact on SAD remains limited. To assess the
perceived effects of outdoor environments on SAD,

social media posts that reference these settings can
be used to capture the patients’ perspectives and
sentiments towards them.

For this task, we challenged participants to de-
velop a classifier to categorize posts that mention
one or more words related to outdoor spaces into
one of four categories: 1) positive effect, 2) neu-
tral or no effect, 3) negative effect, or 4) unrelated,
where the word mentioned is not referencing an
actual outdoor space.

Dataset The data for this task was collected
from the subreddit r/socialanxiety and includes
only users between 12 and 25 years old (Schmidt
et al., 2023). The posts from the collection were
filtered to include only posts that contained at least
one term from a list of about 80 keywords related
to green spaces, blue spaces, and activities that take
place in these spaces (e.g., running, baseball). Two
annotators annotated these posts, categorizing each
as nature-related or unrelated to nature. The nature-
related posts were then categorized into one of the
three effect categories following detailed annota-
tion guidelines. For the subset of posts that were
double annotated (n = 650), the inter-annotation
agreement was k=0.796 for the initial binary an-
notation and k=0.72 for the multi-class annotation.
The training, validation, and test sets contain 1800,
600, and 600 posts, respectively. The distribu-
tion of the classes is unbalanced, with 1,757 posts
(58.6%) unrelated to nature, 298 posts (10%) re-
porting a positive effect attributed to the outdoor
space, 214 reporting a negative effect (7%), and
731 (24.4%) labeled neutral. To prevent manual
annotations during evaluation, an additional 600
decoy posts were included in the unlabeled test set
provided to participants. The predictions for these
decoy posts will not be evaluated.

Evaluation Participating systems were eval-
uated using the macro-averaged F1 score for
multi-class classification. The CodaLab site for
this task is https://codalab.lisn.upsaclay.
fr/competitions/18305.

2.4 Task 4: Extraction of the clinical and
social impacts of nonmedical substance
use from Reddit

Nonmedical opioid use, whether prescribed or il-
licit, has become a significant public health con-
cern, leading to addiction, overdose, and associated
health issues. Understanding the clinical and social
impacts of nonmedical opioid use is essential for
improving the treatment of opioid use disorder. It
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helps healthcare professionals develop more effec-
tive interventions and medications to address ad-
diction. By studying these impacts, researchers can
develop more effective prevention and education
programs to reduce the occurrence of opioid abuse
and its associated clinical and social consequences.

Dataset In this task, we focused on extracting
two entity types from a social media dataset for
analyzing clinical and social effects of substance
use (Ge et al., 2024), which belonged to the cate-
gory with the least number of samples: nonmedi-
cal use clinical impacts and nonmedical use social
impacts. Instances in the “nonmedical use clini-
cal impacts” category describe the clinical effects,
consequences, or impacts of substance abuse or
medication misuse on an individual’s health, phys-
ical condition, or mental well-being. Instances in
the category of “nonmedical use social impacts”
describe the societal, interpersonal, or community-
level effects, consequences, or impacts of substance
abuse or medication misuse. These impacts may in-
clude social relationships, community dynamics, or
broader social issues. The training, validation, and
test sets contain 843, 259, and 278 posts, respec-
tively. Around 27.8% of posts contain words or
phrases marked as clinical or social impacts. Sys-
tems designed for this task should automatically
distinguish between clinical impacts and social im-
pacts in text data derived from Reddit, with specific
spans.

Evaluation We used both token-level F1vscore,
entity-level strict F1 score and entity-level relaxed
F1 score for evaluation. For entity-level relaxed
F1 score, we focused on the partial match between
predictions and golden annotations and used the
scripts from SemEval3 to compute the score. The
CodaLab site for this task is: https://codalab.
lisn.upsaclay.fr/competitions/16648

2.5 Task 5: Binary classification of English
tweets reporting children’s medical
disorders

Many children are diagnosed with disorders that
can impact their daily lives and can last throughout
their lifetime. For example, in the United States,
17% of children are diagnosed with a developmen-
tal disability (Zablotsky et al., 2019), and 8% of
children are diagnosed with asthma (Zahran et al.,
2018). Data sources for assessing the potential as-
sociation of these outcomes with pregnancy expo-

3https://github.com/davidsbatista/
NER-Evaluation

sures remain limited. Among users who reported
their pregnancy on Twitter (Klein et al., 2023b),
this binary classification task involved automati-
cally distinguishing tweets that reported having a
child with attention-deficit/hyperactivity disorder
(ADHD), autism spectrum disorders (ASD), de-
layed speech, or asthma, from tweets that merely
mentioned the disease. The technologies developed
under this task could enable the potential use of
Twitter not only for epidemiologic studies (Golder
et al., 2019; Klein et al., 2022a,b, 2023a), but, more
generally, to explore parents’ experiences and di-
rectly target support interventions.

Dataset The training, validation, and test sets
contained 7398 tweets, 389 tweets, and 1947
tweets, respectively: 3019 (31%) that reported hav-
ing a child with a disorder and 6715 (69%) that did
not. (Klein et al., 2024a). Inter-annotator agree-
ment (Fleiss’ kappa), based on 1000 tweets that
were annotated by all three annotators, was 0.88.

Evaluation The evaluation metric for this task
was the F1 score for the class of tweets that re-
ported having a child with a disorder. The Co-
daLab site for this task is: https://codalab.
lisn.upsaclay.fr/competitions/17310.

2.6 Task 6: Self-reported exact age
classification with cross-platform
evaluation in English

Advancing the utility of social media data for re-
search applications requires methods for automati-
cally detecting demographic information, such as
users’ age, within social media study populations.
Automatically identifying the exact self-reported
age of social media users, rather than their age
groups (the standard approach), enables large-scale
use of social media data for applications that do
not fit predefined age groupings of existing models.
This can be particularly useful for linking specific
age-related risk factors in observational studies. In
this task, we focused on automatically extracting
self-reported ages in posts of two social media plat-
forms: Twitter (now X) and Reddit.

Dataset The training data consisted of 8800
labeled tweets (32% with a reported age and
68% without) (Weissenbacher et al., 2022b) and
100,000 unlabeled Reddit posts from the subreddit
r/AskDocs that included 2-digit numbers. The vali-
dation data consisted of 2200 tweets (32% with a
reported age, 68% without) and 2000 Reddit posts
(53% with a reported age, 43% without) (Weis-
senbacher et al., 2022b). The testing data consisted
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of 2200 tweets (35% with a reported age, 65%
without) and 6000 Reddit posts (60% with a re-
ported age, 40% without). The Reddit posts were
a combination of posts from two different sources,
r/socialanxiety and r/Dryeyes, and the posts from
the r/socialanxiety subreddit included only posts
with reported ages on the 13 to 25 range. The
inter-annotation agreement for the tweets yielded
a Fleiss’s kappa of 0.80, while the Reddit posts
had a Cohen’s Kappa inter-annotator agreement of
0.939 for the dry eye posts and 0.967 for the social
anxiety posts.

Evaluation The evaluation metric was the F1

score for the class of tweets/posts that contained
the user’s self-reported age. The CodaLab site for
this task is: https://codalab.lisn.upsaclay.
fr/competitions/17452.

2.7 Task 7: Identification of LLM or human
domain-expert data annotations in the
context of health-related applications.

The current widespread adoption of LLMs, like
ChatGPT, for data annotation tasks has the NLP
field at odds. While some researchers are embrac-
ing it due to their performance in many types of
annotation tasks and certain domains, others are
skeptical due to the potential underlying biases and
the ’hallucinations’ commonly reported with the
models. It will become of paramount importance
to be able to identify data annotated by LLMs and
distinguish it from data annotated by humans. In
this task, we provide one dataset of Tweets in Latin
American Spanish containing COVID-19 symp-
toms with labels of annotation being made by hu-
man domain experts and by an LLM (GPT-4).

Dataset We augmented the domain-expert an-
notated dataset used in Task 3 of SMM4H 2023
with an equally sized dataset, consisting of non-
overlapping tweets, annotated using GPT-4 with
some prompt engineering. The total size of the
dataset is 10,150, which was split into 4,603 tweets
for training, 3,437 for validation, and 2,110 for
testing.

Evaluation The evaluation metric for this task
is the classification accuracy of our ’human’ and
’machine’ labels. The CodaLab site for this
task is: https://codalab.lisn.upsaclay.fr/
competitions/17405

3 Results

3.1 Task 1

Of the 27 teams registered for Task 1, 11 sub-
mitted system predictions to the CodaLab server,
and 9 submitted system description papers. Ta-
ble 1 shows the performance of the best submis-
sion from each team compared to the baseline
system, DeepADEMiner (Magge et al., 2021b).
DeepADEMiner uses a pipeline approach with
BERT-based models for three sequential subtasks:
1) ADE classification, which is a binary classi-
fier to identify whether a tweet contains ADEs;
2) ADE extraction, a sequence labeling classifier
to detect ADE text spans; and 3) ADE normaliza-
tion, a multi-class classifier to map the extracted
ADEs to their corresponding ptIDs from MedDRA.
Among all the participating teams, three teams
(TLab, LHS712 and RIGA) followed the same
three-step pipeline strategy, while the remaining
teams only performed ADE extraction and normal-
ization. Only two teams (SRCB and zongxiong)
outperformed the baseline for ADE extraction (F1-
NER) and normalization on the overall ADEs (F1-
Norm). Additionally, three teams (SRCB, zongx-
iong, and TLab) outperformed the baseline for nor-
malization on unseen ADEs (F1-unseen).

For the ADE classification task, all three teams
(Tlab, LHS712, and RIGA) fine-tuned BERT-style
binary classifiers to detect the presence of ADEs
in tweets. For the ADE extraction task, six teams
(SRCB, Yseop, RIGA, BIT@UA, ADE Oracle,
and PolyUCBS) used the BIO tagging schema
and fine-tuned BERT-style language models for
token classification. Meanwhile, three teams (Tlab,
LHS712, and HBUT) applied prompt tuning and
LLMs to directly generate ADE text spans. In the
ADE normalization task, two teams (LHS712 and
BIT@UA) fine-tuned a BERT-style model and a
random forest multi-class classifier, respectively,
to map extracted ADEs to MedDRA ptIDs. Five
teams (Yseop, RIGA, HBUT, ADE Oracle, and
PolyUCBS) used vector space models (VSMs) and
semantic search to identify the most similar Med-
DRA term for each ADE. Additionally, two teams
(SRCB and Tlab) employed a generate-and-rank
framework, initially using VSMs to find candidate
MedDRA terms and then a ranker to select the most
similar term.

A total of 6 teams applyed LLMs for this task.
SRCB, achieving the highest F1-Norm of 0.536,
applied LLMs for data augmentation. Specifically,
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the team prompted two different LLMs (GLM-4
and GPT-3.5) to rewrite ADE mentions and tweet
contexts, generate synthetic tweets with diverse
ADE expressions, rewrite tweets to avoid infor-
mal grammar, and generate explanations for Med-
DRA terms during the ranker step. They further
trained an ensemble of multiple BERT-style LMs
on the combination of original and augmented data
for ADE extraction and normalization and showed
that both two tasks benefited from the augmented
data. The remaining 5 teams mainly leverage the
in-context learning of LLMs for the extraction
and normalization task. For instance, Tlab team
used retrieved tweets as few-shot examples as in-
put to Llama 3 to extract ADEs, and a retrieval
augmented generation framework to take the can-
didate MedDRA terms and the original tweet as
input to GPT4, and generate the best MedDRA
candidate term. Similarly, the LHS712 team also
used a one-shot example as input and experimented
with 10 different prompts for ADE extraction, but
they achieved worse performance. The RIGA team
used GPT4 with prompt tuning to find potential
ADE text spans, which, along with the original
tweets, were then fed as input for classification and
extraction.

In conclusion, Task 1 underscored the challenges
existing pipeline systems face in ADE extraction
and normalization tasks. While LLMs have been
widely adopted for these tasks, using them directly
as in-context few-shot learners yielded poorer per-
formance than BERT-style models. However, lever-
aging LLMs for data augmentation can enhance
the performance of BERT-style models.

3.2 Task 2
Out of the 13 teams registered for Task 2, only 3
teams submitted system predictions to the CodaLab
server, and only 2 teams submitted system descrip-
tion papers. Furthermore, these two teams did not
participate in all subtasks or cover all languages.
The results for Task 2a (NER) and Task 2b (joint
NER and RE) in detecting Adverse Drug Reactions
(ADRs) across German, French, and Japanese are
displayed in Table 2.

Our baseline system first employed the Pytorch-
IE framework (Binder et al., 2024)to predict en-
tities with BERT-style token classification mod-
els. For the German data, we fine-tuned a Ger-
man version of BERT (Devlin et al., 2019)); for
the Japanese data, we fine-tuned the multilingual
XLM-RoBERTa (Conneau et al., 2019)); and for

the French data, we reused the model fine-tuned on
Japanese without additional fine-tuning. The pre-
dicted entities from these models were then used as
input for prompt templates to generate the relation-
ships between the detected entities. These prompts
included examples from the training data, brief defi-
nitions of the desired entities and relationships, and
a requirement for the model to explain its decisions.
The model we used for prompting was the open
Llama-3-8B-UltraMedical (Zhang et al., 2024).

Task 2a: Team Yseop participated in the NER
task for Japanese and French, while team HBUT
submitted predictions for all three languages.

For French NER, Team Yseop used a combi-
nation of advanced language models, including
the large language models Mistral-7B (Jiang et al.,
2023) and DrBERT-CASM2 (Labrak et al., 2023),
along with the medkit framework. For Japanese
NER, they employed a Japanese-Multilingual Dic-
tionary (JMdict) and a Japanese medical language
model based on RoBERTa (Liu et al., 2019), pre-
trained on Japanese case reports and fine-tuned for
NER using MedTxt-CR (Yada et al., 2022). They
achieved a macro F1 score of 48.92 across the three
languages (including German, for which they did
not provide predictions).

Team HBUT focused solely on the NER task
for all three languages. Their methodology also
employed LLMs. They explored three distinct
prompting strategies to identify the most effective
approach for NER. After evaluating two different
LLMs, they selected GLM-3-Turbo (Zeng et al.,
2023) as their preferred model. To adapt the task
for LLMs, they designed specific prompts to obtain
structured output. These outputs were then post-
processed into the desired brat format. Evaluating
these predictions against the gold entities resulted
in an F1 score of 36.9 for Team HBUT.

Task 2b: For the Japanese Relation Extraction
task, Team Yseop reused the Japanese XLM-
RoBERTa model and fine-tuned it with the pro-
vided training data. Since Team Yseop was the
only team to submit predictions for the RE task,
they were automatically declared the winners of
the challenge, achieving an F1 score of 1.89.

Summary: Table 2 presents the best-performing
system from each team. Notably, neither team sur-
passed the baseline in any of the tasks, but Team
HBUT achieved higher precision in the NER task
compared to the other team and the baseline. Ex-
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Team F1-Norm F1-NER F1-Unseen System Summary
SRCB 0.536 0.521 0.494 Ensemble of BERT-style models for extraction and normalization, LLM-

based data augmentation
zongxiong 0.528 0.513 0.492 –
Baseline 0.439 0.481 0.323 BERT-style models in 3-step pipeline system
Yseop 0.400 0.472 0.295 BERT-style model for extraction, BERT-style VSM for normalization
TLab 0.359 0.392 0.363 BERT-style model for classification, Llama3 for extraction, GPT-4 for

normalization
LHS712 0.354 0.338 0.259 BERT-style models for classification and normalization, GPT-4 for ex-

traction, BioBERT for normalization
RIGA 0.318 0.403 0.212 GPT-4 for preprocessing, and BERT-style models for classification and

extraction, OpenAI Embeddings as VSM for normalization
BIT@UA 0.295 0.397 0 RoBERTa-base for span extraction, random forest classifier for normal-

ization
Proddis 0.221 0.001 0.098 –
HBUT 0.205 0.216 0.106 GLM for extraction, ensemble of BERT-style models for normalization
ADE Oracle 0.082 0.132 0.014 Spacy tool for extraction, BERT-style VSM for normalization
PolyuCBS 0.044 0.010 0 LLM for preprocessing ,BERT-style model for extraction, SapBERT for

normalization

Table 1: System summaries and micro-averaged F1-scores for task 1. F1-Norm is the ADE normalization score for
all ptIDs, F1-NER is the ADE extraction score, and F1-Unseen is the ADE normalization score for unseen ptIDs. ‘-’
in the System Summary indicates no system description paper was submitted.

Team Task Languages P R F1 System Summary

Yseop NER fr, ja 58.31 42.14 48.92 fr: Mistral-7B + DrBERT-CASM2 + medkit; ja: dictio-
nary + RoBERTa

HBUT NER de, fr, ja 60.52 26.54 36.90 GLM-3-Turbo prompting + post-processing
baseline NER de, fr, ja 47.55 58.83 52.60 BERT, XLM-RoBERTa

Yseop RE ja 02.24 01.63 01.89 ja: RoBERTa fine-tuned
baseline RE de, fr, ja 04.25 06.81 05.23 language-specific prompting with Llama-3-8B-

UltraMedical

Table 2: Summary of the submitted systems for Task 2. Subtask 2a: Named Entity Recognition (NER). Subtask 2b:
joint NER and Relation Extraction (RE). The scores show exact macro F1 score (F1), precision (P), and recall (R)
as reported in CodaLab. The underlined scores belong to the winning systems/teams of the challenge.

cluding the baseline, Team Yseop won both sub-
tasks in Task 2. For a more detailed description
of the task and its results, we refer the reader to
Raithel et al. (2024a).

In conclusion, participants employed diverse
methods such as dictionary-based approaches,
transformers, and LLMs, yet the task remains
highly challenging. This difficulty likely stems
from the task’s multi-language nature, the pres-
ence of noisy, user-generated texts, and the limited
number of training instances. Challenges also in-
cluded generating correct output formats, identify-
ing valid entity spans, and establishing accurate re-
lations (some predictions included relations to non-
existent entities). Team Yseop’s approach, which
combined outputs from multiple models in an en-
semble manner, appears promising. Understanding
how Team HBUT achieved high precision for en-

tities would be particularly insightful. Combining
their approach with our baseline prompting strat-
egy could potentially enhance overall performance.
Despite the use of LLMs, none of the participating
teams fully solved the task of joint multilingual
named entity recognition and relation extraction.
This underscores the need for further exploration
and possible integration of different methodologies.

3.3 Task 3

Of 37 teams registered for Task 3, 15 submit-
ted system predictions, and 12 submitted task
description papers. Table 3 displays the macro-
average F1 score, precision, and recall for the top-
performing submission from each team. The top
5 teams achieved closely matched scores, with
only a 0.05 difference between the first and fifth
positions. Team CTYUN-AI attained the high-
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Team F1 P R System Summary
CTYUN-AI 0.692 0.704 0.686 Qwen-72B-Chat, data augmentation
1024m 0.679 0.677 0.682 BART-Large (2-stage)
PCIC 0.655 0.687 0.636 XLNet-large, data augmentation (traditional + paraphrasing (T5-base))
Dilab 0.654 0.654 0.661 RoBERTa-Large with Fuzzy string matching
Dolomites 0.642 0.67 0.623 Mistral-7B, fine-tuning (QLoRA), Multi-Task Learning Data Augmentation

(In-domain + Drills)
AAST-NLP 0.635 0.631 0.644 RoBERTa-Large
ThangDLU 0.627 0.62 0.644 BART-base
Golden_Duck 0.596 0.603 0.601 RoBERTa-base: Concatenation of Mean pooling, CLS, and Attention Head
IMS_medicALY 0.563 0.629 0.534 SocBERT
LAMA 0.545 0.633 0.536 Pipeline: MentalBERT (binary classification: related or unrelated) +

RoBERTa (multiclass: pos, neg or neu)
gcortal 0.414 0.425 0.418 –
Transformers 0.413 0.431 0.52 RoBERTa-Large, under-sampling
interrupt-driven 0.358 0.365 0.411 Relevance-weighted sentiment analysis model, Passive-Aggressive Regres-

sor
Omkar_Khade 0.233 0.683 0.287 –
TeamZSA_codalab 0.196 0.167 0.27 –

Table 3: System summaries and macro-averaged F1-score (F1), precision (P), and recall (R) for Task 3: multi-class
classification of effects of outdoor spaces on social anxiety symptoms in Reddit.

Team Name Relaxed F1 Strict F1 Token-level F1 System Summary
UKYNLP 0.462 0.171 0.531 Span-based encoder-only model leveraging BERT and ALBERT,

combined with a BiLSTM layer for classification of entity types.
Dolomites 0.448 0.208 0.496 Experimented with two MTL-DA techniques to fine-tune Mistral

(7B) with QLoRA for low-resource settings
LHS712 NV 0.314 0.008 0.052 Fine-tuning pre-trained BERT

Table 4: Brief system approaches and evaluation metric results for Task 4: Extraction of the clinical and social
impacts of nonmedical substance use from Reddit.

est macro-average F1 score (0.692) by employing
the LLM Qwen-72b-Chat, which was pre-trained
and fine-tuned for classification. They also im-
plemented data augmentation to balance classes,
involving the random shuffling of strings within
the original post based on delimiters.

The team with the second-highest macro-average
F1 score (0.679), 1024m, built its system around
a BART-large model using a two-stage strategy:
initially, posts are classified as either class 0 or
not, followed by categorizing non-0 posts into one
of the remaining three classes. The third-highest
scoring team, PCIC, achieved a macro-average F1
score of 0.655 by employing XLNet-large. Their
approach included using a combined loss function,
implementing data augmentation to balance class
distributions, and increasing the token window size
to 256.

Only two teams, CTYUN-AI and Dolomites,
achieved their highest performance using an LLM.
Dolomites (F1 score: 0.642) utilized Mistral-7B
and employed multi-task learning data augmenta-
tion (MTL-DA) techniques to fine-tune the LLM.

These techniques included in-domain augmenta-
tion from similar resources such as Reddit, as well
as drills that decomposed the task into smaller sub-
tasks to generate replicated data. This approach
outperformed GPT-4 with zero-shot or few-shot
learning on the validation set. The remaining teams
achieved their best results using transformer-based
models such as BART, RoBERTa, and XLNet.

In conclusion, Task 3 underscored the effective-
ness of transformer models in classification tasks,
with only a limited number of teams effectively
leveraging LLMs.

3.4 Task 4

Out of 23 teams registered for Task 4, only 3 teams
ultimately submitted task description papers. Ta-
ble 4 presents the performances of three different
teams. UKYNLP achieved the highest scores, with
a Relaxed F1 score of 0.462 and a Token-level F1

score of 0.531, demonstrating excellence in both
broad recognition and fine-grained token-level ac-
curacy. UKYNLP experimented with both BERT
and ALBERT models combined with a BiLSTM
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Team F1 P R System Summary
CTYUN-AI 0.956 0.954 0.959 Qwen-72B (fine-tuned), multi-task learning (Task 6)
LT4SG 0.938 0.930 0.946 BERTweet-Large ensemble
PolyuCBS 0.935 0.954 0.917 Llama-2-7B (fine-tuned), LoRA
UTRad-NLP 0.933 0.932 0.934 DeBERTa-V3-Large, GPT-4 data augmentation
Golden_Duck 0.928 0.919 0.937 RoBERTa-Large
Chaai 0.927 0.907 0.949 Twitter-RoBERTa, GPT-4 (zero-shot), under-sampling
Baseline 0.927 0.923 0.930 RoBERTa-Large
UKYNLP 0.924 0.924 0.924 DeBERTa-V3-Large
KUL 0.923 0.906 0.940 BERTweet, data augmentation, R-Drop
1024m 0.918 0.923 0.912 BART-Large
SMC 0.901 0.885 0.917 MentalBERT, PsychBERT, TwHIN-BERT, DistilBERT, data augmentation
Transformers 0.900 0.854 0.950 RoBERTa-Large, under-sampling
DILAB 0.898 0.883 0.914 Twitter-RoBERTa-Base-Sentiment ensemble
HALELab-NITK 0.868 0.858 0.879 RoBERTa-Base
Thang-DLU 0.841 0.844 0.839 T5-Small, GPT data augmentation
BIT@UA 0.840 0.829 0.851 BERT-Base
PhoenixTrio_918 0.823 0.721 0.959 RoBERTa-Large, 5-fold cross-validation
MUET 0.671 0.508 0.988 -
HULAT-UC3M 0.633 0.702 0.576 -
Be Better Health 0.522 0.630 0.445 -
Z-AGI Labs 0.357 0.321 0.401 -

Table 5: System summaries and F1-score (F1), precision (P), and recall (R) for Task 5: Binary classification of
English tweets reporting children’s medical disorders.

layer for NER. Their BERT model achieved the
highest F1 score of 0.462 on the test set, surpassing
the ALBERT model with BiLSTM.

Dolomites utilized multi-task learning and data
augmentation techniques, achieving moderate suc-
cess overall with a strict F1 score of 0.208. This
suggests their approach is effective for precise en-
tity matching. They employed a strategy of extract-
ing smaller tasks (drills) from the target dataset and
replicating the training set to include additional
examples for these drills.

In contrast, team LHS712 NV showed the lowest
performance across all metrics, indicating poten-
tial challenges in model implementation or task-
specific tuning despite utilizing robust BERT-style
models.

3.5 Task 5

Out of 48 teams registered for Task 5, 20 teams
submitted system predictions to the Codalab server,
and 16 teams ultimately submitted task description
papers. Table 5 presents the F1, precision, and re-
call scores for a RoBERTa-large baseline classifier
(Klein et al., 2024a) and the best-performing sys-
tem from each of the 20 teams for Task 5. CTYUN-
AI achieved the highest F1 score (0.956) and pre-
cision (0.954) using a Qwen-72B LLM and multi-
task learning, improving upon the baseline (0.927)

by approximately 0.03. Initially, they continued
pre-training a Qwen-72B LLM using unlabeled
Reddit posts from Task 6. Subsequently, they fine-
tuned two additional Qwen-72B LLMs using la-
beled tweets and Reddit posts from Task 6, deploy-
ing them for binary classification of the unlabeled
Reddit posts. They further refined this LLM by
focusing on Reddit posts where the two classifiers
agreed, combining them with labeled tweets and
Task 6 Reddit posts for additional fine-tuning. Fi-
nally, they fine-tuned this LLM further using la-
beled tweets from Task 5. An ablation study is
necessary to determine the precise impact of LLMs
and multi-task learning on their performance.

Among the other top-performing teams that ex-
ceeded the baseline (0.927), PolyuCBS achieved an
F1 score of 0.935 using a Llama-2-7B LLM fine-
tuned with LoRA, narrowly edged out by LT4SG’s
ensemble of BERTweet-Large models with an F1

score of 0.938. Of these teams, only CTYUN-AI
and PolyuCBS utilized LLMs in their approaches.
Additionally, two other top teams used a GPT-4
LLM to augment training data for a DeBERTa-V3-
Large classifier (UTRad-NLP) and validate predic-
tions from a Twitter-RoBERTa classifier (Chaii).
All teams that submitted system descriptions em-
ployed deep neural network architectures based on
pre-trained transformer models.
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Team F1 P R System Summary
CTYUN-AI 0.970 0.976 0.963 fine-tuned Qwen-72B-Chat, data augmentation by random shuffling, ensem-

ble labeling of unlabeled Reddit data and cross-task training
1024m 0.959 0.953 0.965 BART-Large
Dolomites 0.957 0.965 0.949 Mistral-7B, fine-tuning (QLoRA), Multi-Task Learning Data Augmentation

(In-domain + Drills)
AAST-NLP 0.946 0.932 0.959 Ensemble of BERTweet, RoBERTa and Mistral-7b, rule-based data augmen-

tation from unlabeled data
UTRad-NLP 0.936 0.947 0.926 DeBERTa-V3-Large, synthetic data augmentation with GPT-4
Baseline 0.900 0.902 0.897 RoBERTa-Large
SMM4H-TIET 0.900 0.916 0.884 BERTweet, back-translation augmentation of minority class, under-sampling

of majority class
IITRoorkee 0.878 0.899 0.858 RoBERTa

Table 6: System summaries and F1-scores (F1), precision (P), and recall (R) for Task 6: Self-reported exact age
classification with cross-platform evaluation in English.

Team Name Accuracy System Summary
Baseline 0.82 Fine-tuned COVID-Twitter-BERT w 500K silver-standard annotations
712forTask7 0.5166 Fine-tuned BETO
BrainStorm 0.5090 Fine-tuned two different BERT-style models, topical embeddings from BERTopic
Deloitte 0.5109 Zero-shot prompt tuning on GPT4

Table 7: System summaries and classification accuracy results for Task 7.

3.6 Task 6

Out of 27 teams registered for Task 6, 7 teams
ultimately submitted task description papers. Ta-
ble 6 displays the F1 score, precision, and re-
call for the RoBERTa-Large baseline classifier
(Klein et al., 2022c) and the top-performing sys-
tem runs of these 7 teams. Among these teams,
four utilized LLMs: CTYUN-AI applied Qwen-
72B-Chat, Dolomites used Mistral-7B, and AAST-
NLP integrated Mistral-7B into their ensemble
models. Additionally, UTRad-NLP employed syn-
thetic data generated with GPT-4 to augment their
training dataset. The remaining teams focused on
transformer models: team 1024m utilized BART-
Large, team UTRad-NLP employed DeBERTa-
V3-Large, team AAST-NLP used an ensemble
of BERTweet, RoBERTa, and Mistral-7B, team
SMM4H-TIET used BERTweet, and team IITRoor-
kee used RoBERTa.

The top-performing team, CTYUN-AI, achieved
the highest F1 score (0.970) and precision (0.976)
by fine-tuning the Qwen-72B-Chat model. Their
approach included data augmentation through ran-
dom sentence shuffling, ensemble labeling of the
unlabeled Reddit data provided, and cross-task
training, significantly enhancing their model’s per-
formance. Only two teams employed different ap-
proaches to label the provided unlabeled Reddit
posts: CTYUN-AI used an ensemble model, and

AAST-NLP employed a rule-based approach. No-
tably, team 1024m achieved the highest recall, uti-
lizing a BERT-style model.

Comparing the use of LLMs against traditional
BERT-style models, LLMs generally demonstrated
superior performance. For example, CTYUN-AI’s
use of Qwen-72B-Chat outperformed the base-
line RoBERTa-Large model by 0.070 in terms of
F1 score. This trend was consistent across other
teams’ results, where LLMs, when fine-tuned and
augmented with advanced techniques, consistently
achieved higher precision and recall compared to
traditional BERT-style models. However, BERT-
style models also performed well, especially when
used in ensembles or enhanced with data augmen-
tation strategies.

3.7 Task 7

Out of 19 teams registered for Task 7, only 3 teams
ultimately submitted system predictions on the test
set and system description papers. Table 7 pdis-
plays the classification accuracy for the best sys-
tem run from these 3 teams on the unseen test set.
The baseline system utilized a fine-tuned COVID-
Twitter-BERT (Müller et al., 2023) trained on the
provided dataset and an additional 500K ‘silver-
standard’ tweets sourced from Banda et al. (2021).
These tweets were generated using weak supervi-
sion annotation for half and GPT-4 for the other
half. We hypothesize that this extensive data aug-
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mentation played a significant role in the perfor-
mance disparity between the participant scores and
the baseline score.

Among the participants, two teams focused on
traditional BERT-style models. One team em-
ployed BETO, a BERT-based model for Spanish
text (Cañete et al., 2020) , while another team trans-
lated Spanish-language tweets into English and uti-
lized BERTopic embeddings (Grootendorst, 2022).
The third team, Deloitte, used GPT-4 to classify the
provided tweets.

One team, 712forTask7, conducted an analysis
of the training dataset, highlighting minimal differ-
ences among the tweets, which posed challenges
for traditional approaches. The substantial data
augmentation in the baseline system likely con-
tributed significantly to its performance advantage.
It would be intriguing to explore whether partici-
pant teams could achieve comparable performance
using the same augmented dataset with their respec-
tive approaches.

4 Conclusion

This paper provides an overview of the SMM4H
2024 shared tasks. This year, seven tasks were
proposed, reflecting the growing interest and par-
ticipation in the SMM4H shared tasks. The top-
performing teams predominantly used transformer-
based models, including encoder-based LMs like
DeBERTa-v3-large and decoder-based LLMs like
GPT-4 or Qwen-72B-Chat. These teams frequently
employed LLM-based data augmentation tech-
niques to address issues such as data imbalance,
unseen examples, and domain mismatch in social
media data. Notably, out of 38 teams that submit-
ted a system description paper, 11 participated in
multiple tasks, often using the same systems fine-
tuned for different tasks. This trend signifies an
important effort within the community to develop
high-performing classifiers and label sequencers
that are both generalizable and reusable.
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