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Abstract

Many individuals affected by Social Anxiety
Disorder turn to social media platforms to share
their experiences and seek advice. This in-
cludes discussing the potential benefits of en-
gaging with outdoor environments. As part
of #SMM4H 2024, Shared Task 3 focuses on
classifying the effects of outdoor spaces on
social anxiety symptoms in Reddit posts. In
our contribution to the task, we explore the ef-
fectiveness of domain-specific models (trained
on social media data – SocBERT) against
general domain models (trained on diverse
datasets – BERT, RoBERTa, GPT-3.5) in pre-
dicting the sentiment related to outdoor spaces.
Further, we assess the benefits of augment-
ing sparse human-labeled data with synthetic
training instances and evaluate the complemen-
tary strengths of domain-specific and general
classifiers using an ensemble model. Our re-
sults show that (1) fine-tuning small, domain-
specific models generally outperforms large
general language models in most cases. Only
one large language model (GPT-4) exhibits per-
formance comparable to the fine-tuned mod-
els (52% F1). Further, we find that (2) syn-
thetic data does improve the performance of
fine-tuned models in some cases, and (3) mod-
els do not appear to complement each other in
our ensemble setup.

1 Introduction

Social Anxiety Disorder is a medical condition
that can significantly impact an individual’s life
(Vilaplana-Pérez et al., 2021). Social media plat-
forms have emerged as spaces where affected
individuals can communicate their experiences
and seek support. These platforms are rich with
biomedical information, providing an opportunity
for medical practitioners to gain novel insights

jThe first three authors contributed equally.

about medical conditions. However, this data is
highly diverse and annotation is expensive, espe-
cially for the medical domain. Access to a broad
variety of classification and generative models has
the potential to close this gap as it (1) allows to
explore the capability of domain-specific and gen-
eral models to solve these types of tasks, and (2)
opens the possibility to generate synthetic training
instances to complement sparse, human-labeled
data. As part of #SMM4H 2024, Shared Task 3
focuses on classifying the effects of outdoor spaces
on social anxiety symptoms in Reddit posts. Given
the post, the goal is to predict the user’s sentiment
towards the effect of outdoor space in a multi-class
classification setup with the target labels POSITIVE,
NEGATIVE, NEUTRAL and UNRELATED.

With our contribution, we investigate three re-
search questions (RQs):
RQ1 Given the sparsity of the data, do fine-tuned,

domain-specific models outperform general
models?

RQ2 Does incorporating synthetic data comple-
ment human-labeled data and enhance model
robustness?

RQ3 Is Reddit’s text diversity better captured by a
set of different models in an ensemble setup?

2 System Description

We hypothesize that the diversity of texts shared
on Reddit benefits from aggregating multiple ap-
proaches. Therefore, we design an ensemble model
that takes as input the predictions of individual
models varying in architecture and training proce-
dure. The individual models are:
Fine-tuned language models. We fine-tune BERT
(Devlin et al., 2019), RoBERTa (Liu et al., 2019),
DistilBERT (Sanh et al., 2019) and SocBERT (Guo
and Sarker, 2023) on the training split of the task
data to obtain customized models. We set trunca-
tion and padding to True, batch size to 4, and train
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for 3 epochs, with a learning rate of 5·10−5 using
the AdamW optimizer.
Few-shot prompting. To explore the capacity
of general large language models (LLMs), we
prompt Mistral-7B-v0.1 (Jiang et al., 2023),
Llama-2-7b-chat-hf (Touvron et al., 2023),
GPT-3.5 (OpenAI, 2022) and GPT-4 (OpenAI,
2023) to generate labels. We provide them with
task instructions in a one-shot setup, where the ex-
ample instance is randomly chosen from the train-
ing data. Table 3 shows the prompt templates.
Ensemble. Our neural Ensemble consists of an
input layer, a one dimensional convolutional layer
and max-pooling layer, a dense layer with 128
neurons, and a classification layer (Dense) with
4 neurons. The model inputs include 8 predictions
and probabilities from fine-tuned models (4 models
trained with and 4 trained without synthetic data)
and 4 predictions from LLMs, 12 in total. We train
the ensemble using 400 instances from the valida-
tion data over 20 epochs and evaluate it using the
remaining 200 instances from the same subset.
Synthetic data augmentation. We further hypoth-
esize that additional training data for the minority
classes POSITIVE, NEGATIVE, and NEUTRAL ben-
efits model performance in the fine-tuning setup.
To investigate this, we generate synthetic instances
using Mistral-7B and GPT-3.5. We generate as
many instances as needed to match the size of the
largest class (UNRELATED, 1,131). Table 4 shows
prompt templates and examples.

3 Results

Table 1 shows the performance ofe all classifiers
on the shared task’s validation set. Table 2 reports
the results of three of our systems on the test set.
RQ1: How do domain-specific models compare
to general models within this task? Overall,
the models show a mixed performance. GPT-4
achieves the best results (.52 F1). The general-
domain models are slightly more robust than
SocBERT which is specialized for the social me-
dia domain (∆ .07 F1). Compared to prompting,
fine-tuning leads to more consistent performances
across models.
RQ2: How do synthetic training instances affect
classification performance? Table 1 reports the
results for models fine-tuned with (+) and with-
out additional synthetic training instances. We ob-
serve that for two out of four models (DistilBERT,
RoBERTa), fine-tuning on the additional synthetic

Model P R F1

G
ol

d

BERT 0.58 0.47 0.50
DistilBERT 0.70 0.37 0.39
RoBERTa 0.58 0.43 0.43
SocBERT 0.54 0.43 0.45

G
ol

d+
Sy

n BERT+ 0.58 0.47 0.50
DistilBERT+ 0.47 0.45 0.45
RoBERTa+ 0.47 0.48 0.47
SocBERT+ 0.54 0.43 0.45

Pr
om

pt

GPT-3.5 0.32 0.46 0.28
GPT-4 0.56 0.55 0.52
Llama-2 0.19 0.30 0.15
Mistral 0.28 0.27 0.11

Ensemble 0.56 0.49 0.51

Table 1: Macro F1 of individual classifiers on the valida-
tion set. + indicates that the models are fine-tuned with
additional synthetic data. We evaluate the ensemble on
200 unseen instances from the validation set.

Model Acc P R F1

Ensemble 0.48 0.35 0.40 0.34
GPT-4 0.56 0.60 0.52 0.50
SocBert 0.62 0.63 0.53 0.56

Table 2: Performance of three classifiers – Domain-
specific (SocBert), General-Domain (GPT-4), and the
Ensemble model – on the Task 3 test set of #SMM4H
2024.

data leads to a more robust performance, compared
to only training on gold data. This indicates that to
a certain degree, the synthetic data is complemen-
tary to the human annotations.
RQ3: Do domain-specific & general models
complement each other? Table 2 reports the
performance of our models on the test set. We
submit the predictions from the best domain-
specific (SocBERT), general-domain (GPT-4), and
the Ensemble model. The best model is SocBERT
(.56 F1), followed by GPT-4 (.50 F1). The pre-
dictions from the Ensemble obtain an F1-score of
.34, indicating that (1) models do not complement
each other or (2) the ensemble might benefit from
additional features that go beyond prediction prob-
abilities. The result may also be attributed to the
limited amount of data available for training the
Ensemble.

4 Conclusion

We present our contribution to the #SMM4H 2024
Shared Task 3 which focuses on classifying the ef-
fects of outdoor spaces on social anxiety symptoms
in Reddit posts. We find that fine-tuning models
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overall show a more robust performance compared
to LLM prompting. Synthetic data may increase
the robustness of the models. We can not show a
superior performance of an ensemble. This leads
to important future work: For the prompting ap-
proaches, we have to evaluate the impact of the
prompt design for the task. For fine-tuned models,
a thorough analysis of the synthetic data is key to
gauging the impact of generated instances in more
detail. For all models, an in-depth error analysis
is crucial to understand model capabilities and the
impact the individual predictions may have on the
Ensemble. Further, testing alternative ensemble
designs (e.g., Gradient-boosted Decision Trees) is
key to understanding the interaction between the
probability-based, class predictions we obtain from
the fine-tuned models, and the class-only predic-
tions from LLMs.
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A Appendix

A.1 One-shot Prompting

We use the template provided in Table 3 to prompt
the four LLMs.

A.2 Synthetic Data Generation

Prompt Design. Using Mistral-7B, we simulate
a one turn user-assistant conversation. We instruct
the model to produce a post by a Reddit user that
describes how an outdoor space or activity affects
their social anxiety symptoms POSITIVELY, NEG-
ATIVELY or has a NEUTRAL effect. We randomly
pick an instance from the training data as a one-shot
example in the prompt. Similarly, we randomly
choose an outdoor space/activity from the spaces
mentioned in the training data as well as a persona
for the Reddit user to ensure more variability. We
provide the prompt template in Table 4. We follow
a similar process for GPT-3.5, we generate new in-
stances by randomly selecting a humman generated
Reddit post and using it as a few-shot example for
GPT-3.5 to create another Reddit post, the newly
generated post uses the same keywords (e.g., beach,
forest), see Table 4 for examples.
Personas. ‘teenager’, ‘young adult’, ‘middle-
aged adult’, ‘senior citizen’, ‘child’, ‘adoles-
cent’, ‘adult’, ‘elderly person’, ‘teacher’, ‘doctor’,
‘nurse’, ‘computer scientist’, ‘engineer’, ‘scien-
tist’, ‘researcher’, ‘professor’, ‘academic’, ‘stu-
dent’, ‘florist’, ‘farmer’, ‘chef’, ‘cook’, ‘baker’,
‘waiter’, ‘waitress’, ‘cashier’, ‘bank teller’, ‘recep-
tionist’, ‘librarian’, ‘archivist’, ‘historian’, ‘writer’,
‘author’, ‘PhD student’, ‘graduate student’, ‘under-
graduate student’.
Activities. ‘ocean’, ‘swim’, ‘outdoors’, ‘running’,
‘go for a run’, ‘soccer’, ‘pond’, ‘golf’, ‘play-
ground’, ‘rowing’, ‘coast’, ‘climb’, ‘bonfire’, ‘bas-
ketball’, ‘horses’, ‘snowboard’, ‘forest’, ‘hills’,
‘lawn’, ‘tennis’, ‘hill’, ‘bicycle’, ‘cabin’, ‘moun-
tain’, ‘snowboards’, ‘surfing’, ‘backyard’, ‘fresh
air’, ‘outside’, ‘bikes’, ‘waterfall’, ‘runners’, ‘back-
packing’, ‘go for a walk’, ‘riding’, ‘runs’, ‘park’,
‘jog’, ‘river’, ‘nature’, ‘mountains’, ‘baseball’, ‘hik-
ing’, ‘bench’, ‘outdoor’, ‘sea’, ‘skating’, ‘hike’,
‘skate’, ‘breeze’, ‘barbecue’, ‘bay’, ‘waves’, ‘run-
ner’, ‘stream’, ‘swimming’, ‘shore’, ‘horse’, ‘bik-
ing’, ‘open space’, ‘sand’, ‘run’, ‘canoe’, ‘camp-
ing’, ‘benches’, ‘surf’, ‘jogging’, ‘boat’, ‘cruise’,
‘wildlife’, ‘parks’, ‘hikes’, ‘tree’, ‘camps’, ‘bleach-
ers’, ‘walk’, ‘pool’, ‘bike’, ‘camp’, ‘sun’, ‘grass’,
‘garden’, ‘beach’, ‘lake’, ‘landscape’, ‘trees’.

Examples of generated instances. Using the
prompt structures from Table 4.
Mistral I am a middle aged man who suffers from

depression and anxiety. Running has always
been a great way for me to clear my mind and
relieve stress. However, lately I’ve noticed
that running has also been triggering my anxi-
ety. Every time I step outside and see other
runners, I start to compare myself to them and
feel like I’ll never be able to catch up. This
leads to feelings of shame and self-doubt,
making it harder for me to enjoy the exercise.
I’ve tried different types of runs, such as
solo runs and group runs, but nothing seems
to help. Has anyone else experienced this
before? How do you cope with these feelings?

Being outside in nature has been a game-
changer for my social anxiety. The vast
openness and fresh air provide a sense of
freedom and calm that I can’t find anywhere
else. Just the simple act of stepping outside
can instantly ease my racing thoughts and
tension.

GPT3.5 If you’re feeling up to it, I highly recom-
mend giving backpacking a try. Start with a
short trip or even just a day hike to see how it
resonates with you. You might be surprised at
how much it can help alleviate some of your
social anxiety symptoms. Remember, you’re
not alone in this journey. Feel free to reach
out if you need any advice or support. Take
care of yourself and keep pushing through!
You got this.
Reddit post: "I struggle with social anxiety,
and finding ways to cope with it has been
a journey. One thing that has surprisingly
helped me is spending time outside. There’s
something about nature that calms my anxi-
eties and helps me feel more at ease. Whether
it’s taking a walk in the park, going for a hike,
or simply sitting in my backyard, being out-
side helps me clear my mind and feel less
overwhelmed by social situations.
Hey everyone, I just wanted to share my ex-
perience with being outside and how it has
helped me with my social anxiety. For the
longest time, I struggled with being around
people and entering social situations made
me extremely anxious. However, I found that
spending time outside in nature has been in-
credibly beneficial for my mental health.
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Prompt

We analyze effects of outdoor spaces on social anxiety symptoms in Reddit posts. You will be presented
with a user-written post. The posts were filtered based on a list of nature-related keywords related
to outdoor spaces and activities. Your task is to categorize posts into one of four categories:
0) unrelated: the nature-related keyword does not reference nature (e.g., it is used in a metaphor or idiomatic expression),
the user is/has not personally experienced the nature-related keyword, or it. Note, that each post has only one classification.
1) positive effect: the nature-related space/activity helps the user’s mental well-being. 2) neutral or no effect: the nature
keyword is referencing nature, however, the user makes no mention of it having a positive or negative effect on the user’s
mental well-being. 3) negative: the nature-related space/activity has a negative effect on the user’s mental well-being.
Provide the output in a json format with the key being ’label’ and the value being the category number as an integer. For
example: if you believe the post should be categorized as 1) positive, your json output should be: {’label’: 1} Now consider
the following example: Ï’m supposed to go on a hike with friends, but I’m feeling tense about it. they still haven’t made any
proper plans yet. I was kind of hoping they would forgot about it, so I wouldn’t have to go through the hassle of getting ready
and dealing with the crowds. Now I’ll have to wake up early and be prepared, just in case.
Ẅhat is the correct category for this post?
Here is the correct category formatted as json: {’label’: 3}

Table 3: Template for few-shot classification with four LLMs: The task/instruction description is in monospace,
class descriptions (0, 1, 2, and 3) are in normal font, few-shot examples are in italics, and the expected LLM output
is in bold.

M. Role Prompt

M
is

tr
al

7-
B user Imagine you are a person who is suffering from social anxiety. Write a Reddit post

in which you describe the effects of an nature-related space or outdoor activity on
your social anxiety symptoms. The outdoor space or activity could be something like
‘surfing’, ‘backyard’, ‘fresh air’ or ‘basketball’. Your post should describe how
the outdoor space or activity has a <target sentiment> effect on your symptoms, so
the nature-related space/activity <helps your mental well-being./does not help your
mental well-being/has no effect on your symptoms.>. Provide the output in json format
with the key being ‘post’ and the value being the text of your post. Write a post for
the outdoor space/activity * <activity>*.

assistant Here is the post I came up with formatted as json: {‘post’: ‘<random training instance
for target sentiment>’}

user Perfect! Let’s try another one. Imagine you are a <persona>. Write a post for the
outdoor space/activity *<activity>*. Your post should describe how the outdoor space
or activity has a <target sentiment> effect on your symptoms, so the nature-related
space/activity <helps your mental well-being./does not help your mental well-being/has
no effect on your symptoms.>. Only output the json, no additional text or explanation.

G
PT

3.
5 system Imagine you are a person who is suffering from social anxiety. Write a Reddit post

in which you describe the effects of nature-related space or outdoor activity on your
social anxiety symptoms. Use the following example: <keywords> Reddit post: <Reddit
post example>. Do not write more than 350 words and only write the post itself.

user Keywords: <keywords>

Table 4: Prompt template to generate additional training instances with Mistral-7B-v0.1 and GPT 3.5. We
randomly sample an example instance from the training instances with the target sentiment and instruct the model to
write from the perspective of a randomly sampled persona to increase variety in the synthetic data.
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