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Abstract

We present our approach to solving the task
of identifying the effect of outdoor activities
on social anxiety based on reddit posts. We
employed state-of-the-art transformer models
enhanced with a combination of advanced loss
functions. Data augmentation techniques were
also used to address class imbalance within the
training set. Our method achieved a macro-
averaged F1 score of 0.655 in the test data,
exceeding the mean F1 score of the shared task
of 0.519. These findings suggest that integrat-
ing weighted loss functions improves the per-
formance of transformer models in classifying
unbalanced text data, while data augmentation
can improve the model’s ability to generalize.

1 Introduction

This paper addresses Task 3 of the 9th Social Me-
dia Mining for Health (SMM4H) (Xu et al., 2024)
workshop at ACL 2024, which focuses on analyz-
ing the impact of outdoor activities on social anx-
iety through the lens of Reddit posts. Despite ad-
vances in natural language processing, accurately
classifying such nuanced data poses significant
challenges due to linguistic variability and data
imbalances.

Previous studies have shown that there exist vari-
ous possibilities to address data imbalance in classi-
fication tasks. For example, in (Shaikh et al., 2021),
additional samples for underrepresented classes
were generated. In (Hasib et al., 2023), Random
Under-Sampling and Synthetic Minority Oversam-
pling Techniques were employed. Other authors
proposed to tackle the class imbalance problem by
introducing loss functions that focus on the under-
represented classes (Lin et al., 2017).

Our study builds on these works by incorporating
a novel combination of weighted loss functions
within a transformer model to address the challenge
of imbalanced data.
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2 Task Description

The aim of this task is to classify into four classes
if an outdoor activity mentioned in a post had a
positive, neutral, negative, or unrelated impact on
the person’s social anxiety symptoms. The outdoor
activity mentioned in every text was given as a
keyword in an extra column, so that the dataset
consisted of the columns ’id’, ’text’, 'keyword’
and ’label’. The training dataset includes 1800
posts, and the validation and test set includes 600
posts each.

The keyword is highly important in the classifi-
cation task since a post can be highly negative, but
still, in only one sentence, the user mentions the
positive effect of an outdoor activity. In this case,
even though the entire text itself was negative, it
should be classified as positive. So, it was impor-
tant to somehow link the classification task to the
keyword.

Another challenge was to tackle the highly
imbalanced classes. The training dataset con-
taining 1800 samples has 1131 texts for the
class “unrelated’, 395 for class neutral’, 160
for class ’positive’ and only 114 for class
"negative’.

3 Methodology

For the experiments run to solve task 3, differ-
ent transformer models of the huggingface li-
brary were used. A small model (DistilBert),
two medium size models (RoBERTa and XLNet-
base), and a larger model (XLNet-large) were em-
ployed (Sanh et al., 2019; Liu et al., 2019; Yang
et al.,, 2019). These models were modified in
some experiments to use a combined loss func-
tion. This combined loss function consists of the
Focal-Loss, designed to address class imbalance
by increasing the importance of hard-to-classify ex-
amples, Weighted-Cross-Entropy Loss, which
assigns different weights to classes based on
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Run Class distribution LR  DistilBert RoBERTa XLNet-base XLNet-large
0 (400, 97,231, 71)* Se-6  0.47 0.55 0.49 0.49
1 (400, 97, 231, 71)* Se-6  0.54 0.55 0.54 0.55
2 (400, 97,231, 71)* Se-6 0.47 0.56 0.55 0.60
3 (796, 464, 530, 415)* Se-6  0.49 0.52 0.51 0.57
4 (1000, 580, 1000, 415)* 5Se-6 0.51 0.56 0.56 0.53
5 (2000, 928, 1590, 747)* Se-6 0.52 0.53 0.54 0.54

Table 1: Results of the different experiments run to monitor the influence of each modification on the model
performance. *Class distribution has the order (unrelated, negative, neutral, positive). Note: LR stands for Learning

Rate.

their representation in the training data, and
Weighted-Smooth-Cross-Entropy Loss. This
variation adds smoothing to the class labels to im-
prove generalization (Lin et al., 2017). To combine
these three loss functions, the mean of the three
values is computed after each batch.

The preprocessing of the text data included clean-
ing the text of any URLs, extra whitespaces and
performing a conversion of the emojis used to text
using the python library ’emoji’ (Teahoon and
Wurster, 2024). Apart from that, only the sen-
tence(s) in each text containing the keyword and
their previous and next sentence were used. This
adaptation was made to reduce the text’s length to
prevent a substantial part of the text from being
truncated in the tokenization process. The previ-
ous and next sentences were included to provide
more context for the keyword phrases. The key-
word was appended to the input text by using the
model-specific separator token.

For training and validation, the training dataset
(1800 instances) was divided into 70% for train-
ing and 30% for validation with a seed of 42. The
macro-averaged F1 score was evaluated on the val-
idation dataset (600 instances) to test the model
performance. As a termination criterion, the F1
score was used for early stopping with a patience
of 6 epochs. For the learning rate, the value of 5e-6
was the best result of a hyperparameter optimiza-
tion and was therefore chosen for the experiments.
The batch size was set to either 16 or 32 depending
on the max-length parameter of the tokenizer due
to hardware restrictions.

For some experiments, data augmentation was
performed to address the class imbalance. On one
hand, an augmentation by paraphrasing was used.
On the other hand, augmentation was performed
by punctuation insertion, random deletion, random
insertion, and random swapping (from now on re-
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ferred to as ’traditional augmentation’).

For the paraphrasing task, a finetuned model
from the huggingface repository was used, which
is based on the T5-base model and finetuned
on paraphrases generated by ChatGPT (Vorobev
and Kuznetsov, 2023). For the punctuation
insertion augmentation, the punctuation marks
12,000
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.

;'] were inserted at a random posi-
tion in the text with a frequency of 10% in relation
to the number of words in the text. In the random
deletion augmentation, each word in the text is
deleted with a probability of 20%. In the random-
insertion augmentation, four random words in the
text were chosen, and then, using the wordnet of
the library *nltk’, synonyms for these words were
searched (Bird et al., 2009). One of the synonyms
found was randomly inserted in the text for each
of the four words. For the random swapping task,
two random words were chosen in the text and then
swapped.

Table 2 shows the hardware and software envi-
ronment with which all experiments were run.

4 Results and Discussion

First, a baseline classification (Run 0) was run with
the four different models. In this experiment, the
original loss function of the model was used, and
no data augmentation was performed.

For the following experiments, we aimed to eval-
uate the effect of the combined loss function (Run
1), the max-length parameter of the tokenizer (Run
2), data augmentation using paraphrasing (Run 3),
and data augmentation using the aforementioned
traditional augmentation (Run 4). Finally, an ex-
periment was run where all these methods were
combined, using the combined loss function, in-
creased value for the max-length parameter, and
both data augmentation methods (Run 5). The re-
sults of these experiments are shown in Table 1.



Operating System

GPU

CUDA Version

Deep Learning Framework
Transformers Library Version
Python Version

Linux
Nvidia RTX A5000 24GB (1)

12.1

PyTorch 2.2.0
4.39.0
3.10.12

Table 2: Specifications of the hardware and

Analyzing the experiment results, we can ob-
serve that, with exception of the ROBERTa model,
all modifications outperformed the baseline or at
least had the same performance. Using the com-
bined loss function, improved the F1 score in the
experiments for all models except of RoOBERTa,
with a mean absolute improvement of 0.06. This
combined loss function is used throughout the fol-
lowing experiments.

Changing the max-length parameter of the tok-
enizer from 128 to 256, yielded the best result in all
experiments for XL Net-large, lifting the F1 score
up from 0.55 to 0.60. The motivation of this exper-
iment surged from an analysis that we conducted,
showing that 334 texts (18.5%) of the tokenized
text lengths in the training dataset surpass the pre-
viously set length of 128 for the XLNet tokenizer
(see figure 1). For comparability, the same max-
length parameter was set for the experiments with
DistilBert and RoBERTa, even though these mod-
els work with a different tokenizer and tokenized
text length might differ.

Augmentation by paraphrasing only showed a
slight improvement for one model, XL Net-large.
At the same time, traditional augmentation showed
a mixed effect on the F1 score across the differ-
ent models. In the experiment with XLLNet-large,
traditional augmentation seems to have a negative
impact on the F1 score, decreasing it from 0.55 to
0.53.

In the following experiment, all of the previous
modifications were combined. Hence, the com-
bined loss function was used, the max-length pa-
rameter of the tokenizer was set to 256, and the data
were augmented using both augmentation methods.
Despite the slightly decreased performance on the
validation data in this experiment, it is possible that
due to the augmentation, the model’s ability to gen-
eralize improves. Therefore, this set-up with the
model XLNet-large was used to obtain the predic-
tions on the test set (0.655 F1 score) and was sent
to the task organizers.

software environment used in the experiments.
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Figure 1: Sequence length analysis of tokenized texts
(XLNet tokenizer)

5 Conclusion

This paper presents our approach to solving task 3
of the SMM4H 2024 workshop, which consists of
a unique pre-processing to avoid truncating impor-
tant information and providing only the key phrases
of the text to the model. Furthermore, the XLNet
model was adapted to use a combined loss function,
and data augmentation was performed to address
the class imbalance and improve generalizability.
The keyword related to the outdoor activity was
appended to the input text using the separator to-
ken. This setup has resulted in a macro-averaged
F1 score of 0.655 on the test data, outperforming
the mean of 0.519.
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