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Abstract

Named entity recognition (NER) of drug and
disorder/body function mentions in web text
is challenging in the face of multilingualism,
limited data, and poor data quality. Traditional
small-scale models struggle to cope with the
task. Large language models with conventional
prompts also yield poor results. In this pa-
per, we introduce our system, which employs a
large language model (LLM) with a novel two-
step prompting strategy. Instead of directly ex-
tracting the target medical entities, our system
firstly extract all entities and then prompt the
LLM to extract drug and disorder entities given
the all-entity list and original input text as the
context. The experimental and test results in-
dicate that this strategy successfully enhanced
our system performance, especially for German
language. Our code is available on Github '.

1 Introduction

Discussions on drugs and their adverse drug reac-
tions shared by users in social media, including
the efficacy, side effects, and personal treatment
journeys serve as valuable references for pharma-
covigilance.

We participated in the 9th Social Media Mining
for Health Research and Applications Workshop
and Shared Tasks (Xu et al., 2024). The task tar-
gets both the extraction of drug and disorder/body
function mentions (Subtask 2a) and the extraction
of relations between those entities (joint Named
Entity Detection and Relation Extraction, Subtask
2b). The paper is about the task 2a. Our task was
to identify drug and disorder mentions in German,
French, and Japanese datasets from X(Twitter) and
a German patient forum.

In previous works on similar tasks, people com-
monly use BERT models (Kenton and Toutanova,
2019). For multilingual tasks, the m-BERT (multi-
lingual BERT) model is often employed (Papadim-
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itriou et al., 2021). However, in this particular open
task, the provided dataset is relatively small, espe-
cially in the training set. Therefore, it is challeng-
ing to perform pre-training and fine-tuning on the
traditional BERT model due to the limited amount
of data available. Thus, we opted to use a large
language model (LLM) for the task.

Because the training data is also not enough to
fine-tune a LLM well, we opted for the prompt-
based approach. Our system utilizes a two-step
prompting strategy. A first step to get a list of all
entities, and then a second to further extract drug
and disorder entities from the list.

2 Methodology

Due to the small size of the provided dataset, we
placed our focus primarily on using large language
models (LLMs). We build our system based on a
GLM (Du et al., 2022; Zeng et al., 2022) through
its online APL. It is trained on multilingual dataset
and performs almost on a par with ChatGPT and
worked well for multilingual tasks in our prelimi-
nary experiments.

We utilize few-shot prompt engineering tech-
nologies to adapt GLM to the drug and disorder
mention extraction task as shown in Figure 1.

2.1 Prompting Method

The task is challenging for the numerous abbre-
viations and colloquial vocabulary in the dataset,
which requires our system to be able to recognize
such unofficial representations. In our preliminary
experiments, we found that our system failed to
work well with conventional prompts that guide the
LLM to extract drugs and disorder mentions from
the input text.

Thus, we address this issue by a novel strategy.
Firstly, instead of instructing the LLM to extract
drug/disorder mentions, our system prompts the
model to extract all entities, just with additional
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Figure 1: Overall architecture of our system. In the
first step, the prompting guides the model to identify
all entity lists from the dataset. In the second step, the
prompting guides the model to combine the original data
content and extract the target entities from the entity list.

Input Text

Step 1

attention on medicine-related entities. Then our
system prompts the model to extract drugs and
disorders given both the entity list and the original
input as the context. In this way, our system is more
robust for informal representations and ill-formed
sentences. The detailed settings of our two-step
prompting are described in Tables 1 and Tables 2.

2.2 Preprocessing for Sensitive Words

The GLM API raised errors for some samples in
the test dataset, with error messages indicating that
the input texts contained some sensitive words.

When our system detects such failures, it collects
and writes the sample IDs, sample contents, and
error messages in an error log. We manually check
the error records, identify and remove the sensitive
words in the corresponding samples, and then redo
generation for them.

This method may produce incomplete and ill-
formed sentences. However, because our two-step
design is robust against ill-formed text, the adverse
effects on the NER accuracy are relatively small.
Replacing sensitive words with alternative words
may result in better NER performance. However,
we did not have enough time to work out a replace-
ment table for the sensitive words in the shared
task. We plan to complete it in future work.

2.3 The Post-Processing Step

We save the output results to a CSV file. Then,
to match the submission format, a Python script
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is used to remove punctuation and symbols, and
convert the results into the BRAT format.

3 Experiments and Results

3.1 Experiments on LLM Model Selection

Conventional works reported that Qwen-14B (Bai
et al., 2023) performs well for factual tasks. Thus,
we also conducted experiments with Qwen-14B in
comparison to GLM.

We randomly sampled 100 samples from the

Our Prompt (Original in Chinese)
“role”: “user”,

“content”: “{F— & 18 HIEE =1EAIE
FER, BIRRE T HE - IEEEETE
G AP RISEAR, tﬁEEEivﬁ%*
R, Y AR BERSE, EEE
B, RRMER AREAEL R
[Examples of finding entity lists for German,
French, and Japanese]

“role”: “assistant”,

“content”: “¥F i, FAETFLH T 1B H
IR oM vy

“role”: “user”,

“content”: “THHH T F[list]H Y LAR L PR
Our Prompt (Translated into English)

2,

“role”: “user”,

“content”: “You are a linguist proficient in Ger-
man, French, and Japanese. Please help me
identify the entities in the following Japanese,
French, or German sentences. Please pay at-
tention to entities in the medical field, such
as drugs and disorder mentions. Pleas also
be aware of abbreviations. Provide only the
results without the need for the reasoning pro-
cess”

[Examples of finding entity lists for German,
French, and Japanese]

“role”: “assistant”,

“content”: “I have filtered out various entities
from the sentences for you.”

“role”: “user”,

“content”: “Please identify the entity names in
the following [list].”

Table 1: The prompt template used in the first step. In
this step, the model is tasked with identifying the entity
list from the dataset. “[list]" represents the examples
randomly sampled from the dataset. We provide the En-
glish translation of our prompt together with the original
prompt used in the system (which is written in Chinese).



Our Prompt (Original in Chinese)

99, ¢

“role”: “user”,

“content”: “VEN—2% H VAT =15 2557,

THIRIRAEIR AR H 15 - IEEEE A T
B, T IR SRS R A
YILLNEIWER SR, IERRR, Rt
R, AHERHETRE

[Examples of target entities within the entity
lists for German, French, and Japanese:]

“role”: “assistant”,

“content”: “TF{], T AT
RHRZ A WAEIER”

“role”: “user”,

“content”: “IHIRIE[list]F A IESE, {fE
HREE, B T [strl ] 259 & PR BL &
AITER
Our Prompt (Translated into English)

“role”: “user”,

“content”: “You are a pharmacist proficient
in German, French, and Japanese. Please
identify the drug and disorder mentions from
the list, according to the context in Japanese,
French, or German. Pleas also be aware of ab-
breviations. Provide only the results without
the need for the reasoning process.”
[Examples of target entities within the entity
lists for German, French, and Japanese:]
“role”: “assistant”,

“content;”: “I have filtered out the drugs and
disorder mentions from the entity list for you.”
“role”: “user”,

“content”: “Please, based on the context in
[list], follow the format above to identify the
drugs and disorder mentions in [str1].”

MR

e T SRS

Table 2: The prompt template used in the second step.
In this step, the model is fed with the original text with
the generated entity list from the previous step to iden-
tify drugs and their corresponding disorder mentions.
“[list]" represents the original text of the dataset, and
“[str1]" denotes the generated entity list. We provide
the English translation of our prompt together with the
original prompt used in the system (which is written in
Chinese).

outputs generated by Qwen-14B and GLM respec-
tively, and manually checked the correctness. The
accuracy scores achieved by the two models in this
local experiment is as shown in Table 3. Qwen-
14B failed to get satisfying results. Qwen-14B
exhibited tokenization issues with German, French,
and Japanese data, resulting in significant problems
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Model Accuracy by Human
GLM-3-Turbo 0.4358
Owen-14B 0.1538

Table 3: Human evaluation results of GLM-3-Turbo
and Qwen-14B in our local experiments to choose the
candidate base model in our system.

with fabricated entities and incorrect scope.

In case of GLM, there are several available ver-
sions. We tried GLM-3-turbo and GLM-4. How-
ever, we encountered some encoding issues with
GLM-4. When answering questions in German
and French, we observed that GLM-4 firstly trans-
lated the text into English and then provided an
English response. This led to inaccuracies in the
output of German and French words. In contrast,
GLM-3-turbo exhibited minimal issues in this re-
gard. Therefore, we used GLM-3-turbo in our sys-
tem. We used the default generation parameters.
The temperature is set to 0.95, top p is set to 0.7,
and max tokens is set to 1024.

3.2 Experiments on Prompting Methods

We conducted experiments on three prompt strate-
gies as follows,

* Single-word Prompting (Single Prompt): In
this approach, we directly guided the model to
perform named entity recognition on German,
French, and Japanese data.

Detached Step-by-step Prompting (DSBS
Prompt): In this approach, we utilized a step-
by-step prompting method. In the first step,
we initially prompted the LLM model to gen-
erate a list of all entities in the input text, in-
stead of just medical-related entities like that
in conventional system. In the second step,
we let the LLM model to extract drug and
disorder entities from the entity list.

Integrated Step-by-step Prompting (ISBS
Prompt): This approach is also a step-by-step
prompting method. The first step is as the
same as DSBS prompt. But in the second step,
we combined the entity list and the original
input text in the prompts.

The results are shown in Table 4.

Single Prompt uses fewer tokens. However, it ex-
hibited lower precision in capturing phrase scope,
with larger discrepancies compared to the gold an-
notation.



DSBS Prompt resulted in more accurate identi-
fication of entity words and achieved higher pre-
cision. However, as it detached from the original
text, it performed poorly in extracting drugs and
disorder mentions from the entity list.

ISBS Prompt led to more accurate identification
of entity words, higher precision, and effective ex-
traction of drugs and disorder mentions from the
entity list.

Prompting Method F1

Single Prompt 0.3420
DSBS Prompt 0.3023
ISBS Prompt 0.3533

Table 4: Comparison of F1 scores achieved by Single
Prompt, DSBS Prompt and ISBS Prompt, evaluated
using the online scores in validation phase.

4 Final Results

Our final system employed GLM-3-turbo model
with ISBS Prompt. The overall results are shown
in Table 5. Our system achieved a better precision
than the mean precision among all teams (including
baseline).

Especially, our method demonstrated excellent
performance for the German part. The results for
the German part are shown in Table 6. The overall
precision, recall and F1 scores are higher than the
mean scores among all the participants. However,
our system failed to address mentions of function.

Team Precision Recall F1

Ours 0.6052 0.2654 0.3690

Mean 0.5942 0.3434 0.4291

Std 0.0156 0.1103 0.0850

Table 5: Overall results.

Entity Type Precision Recall F1
DISORDER 0.5463 0.2744 0.3653
DRUG 0.7627 0.3629 0.4918
FUNCTION 0.0000 0.0000 0.0000
All 0.6228 0.2751 0.3817
Mean 0.4404 0.1945 0.2699

Table 6: Final result of our system for German data.
The first three rows show the results of our system for
different entity types. The last row shows the mean
result among all participants for all entity types.
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5 Conclusion

Due to the small size of our dataset, we found that
the performance with conventional small language
models (e.g. BERTSs) is not able to give satisfy-
ing precision. Consequently, we build our system
based on GLM-3-Turbo large language model. Be-
sides, we found that conventional straight-forward
prompting strategy encountered low precision for
this task. To address this issue, we proposed a
step-by-step prompting strategy. We firstly prompt
to extract a list of all entities. Then we prompt
to guide the model to choose drugs and disorder
mentions from the list within the context of the
corresponding original input text. This prompting
approach significantly improved the effectiveness
of our system.
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A Appendix
A.1 Dataset Details

The detailed information of the dataset is shown in
Table 7.

Training Validation Test

German 70 23 25
Japanese 392 168 118
French 4 0 96

Table 7: The Japanese data is sourced from X (Twitter),
the German data is obtained from a German patient fo-
rum, and the French data is translated from the German
data (distinct from the German data).
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