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Abstract

In this paper, we present our approach to ad-
dressing the binary classification tasks, Tasks 5
and 6, as part of the Social Media Mining for
Health (SMM4H) text classification challenge.
Both tasks involved working with imbalanced
datasets that featured a scarcity of positive ex-
amples. To mitigate this imbalance, we em-
ployed a Large Language Model to generate
synthetic texts with positive labels, aiming to
augment the training data for our text classifi-
cation models. Unfortunately, this method did
not significantly improve model performance.
Through clustering analysis using text embed-
dings, we discovered that the generated texts
significantly lacked diversity compared to the
raw data. This finding highlights the challenges
of using synthetic text generation for enhanc-
ing model efficacy in real-world applications,
specifically in the context of health-related so-
cial media data.

1 Introduction

In recent years, the burgeoning field of social media
mining has opened new avenues for health-related
research (Shakeri Hossein Abad et al., 2021), pro-
viding rich data sources for public health surveil-
lance, including understanding public health trends
and individual health behaviors. The Social Media
Mining for Health (SMM4H) initiative, through its
various tasks, aims to leverage these data sources to
address pertinent health questions (Xu et al., 2024).
This paper focuses on our approaches to Tasks 5
and 6, both of which present unique challenges and
opportunities in the realm of text classification for
health-related social media mining.

Task 5 targets the binary classification of tweets
related to children’s medical disorders, differentiat-
ing between tweets that report a genuine diagnosis
and those that only mention these disorders without
a diagnosis. Task 6 involves identifying the exact
ages from social media posts, crucial for health
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research applications and enabling more accurate
analysis of age-related health outcomes and behav-
iors in observational studies.

For both tasks, the challenge of imbalanced
datasets is prominent. To address this, we em-
ployed the Large Language Model (LLM), GPT-4,
aiming to augment our training data with synthetic
positive examples to balance the dataset and en-
hance the performance of our binary classification
models. Despite these efforts, our initial results
were underwhelming, as the synthetic texts gen-
erated by GPT-4 lacked the diversity found in the
raw data. This finding raises important questions
about the practical challenges and limitations of
using synthetic data augmentation in real-world
applications, particularly in the nuanced field of
health-related social media mining.

2 Dataset & Metrics

2.1 Task5

The Task 5 dataset comprises tweets posted by
users who reported their pregnancy on Twitter, used
for binary classification. It includes 7,398 tweets
for training, 389 tweets for validation, and 1,947
tweets for testing. The evaluation is based on the
F1-score for tweets reporting a child with a disorder
(annotated as ‘1”).

2.2 Task 6

Task 6 focuses on extracting self-reported exact
ages from posts on Twitter and Reddit. The dataset
features 8,800 labeled tweets and 100,000 unla-
beled Reddit posts from r/AskDocs containing 2-
digit numbers for training; 2,200 tweets and 1,000
Reddit posts on dry eye disease for validation; and
2,200 tweets, 2,000 Reddit posts on dry eye disease,
and 12,482 posts on social anxiety with ages 13 to
25 for testing. The evaluation uses the F1-score on
the positive class (‘1’), with micro-averaging.
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2.3 Label Distribution

Both Tasks 5 and 6 have imbalanced datasets where
Label 1 is less than half as numerous as Label 0.
The distributions are documented in Table 1.

Table 1: Label Distribution in Tasks 5 and 6

Task Label O Label 1
5 5,118 (69.1%) 2,280 (30.8%)
6 5,966 (67.8%) 2,834 (32.2%)
3 Methods

3.1 LLM Text Generation

We used the OpenAl API’s GPT-4 ("gpt-4-0125-
preview") with in-context learning techniques. We
explained the label definitions and showed 5 ran-
domly selected examples for each of the positive
and negative labels. The model’s temperature was
initially set to 0, allowing for automatic adjust-
ments to ensure a balance between determinism
and diversity. We then generated 10 texts for the
positive category, repeating this 100 times to pro-
duce 1,000 synthetic texts for both Tasks 5 and 6.
The schematic diagram of the prompts is shown in
the figure 1. Additionally, the examples of the full
prompts and the examples of the generated texts
are presented in the appendix A.1 and A.2.

Definition of Labels

Examples of Label 1:
-text A
-textB

~ randomly selected

Examples of Label 0: from original data

-text A
-textB

=

“Create 10 fictional tweets of ‘label 1.

Figure 1: Schematic diagram of the prompt. Composed
of the definition of labels, specific examples of texts,
and instructions for generation.

3.2 Model Development

For the development of our text classification mod-
els, we utilized the DeBERTa v3 Large model (He
et al., 2021b,a). For each task, we trained two ver-
sions of the model: one using synthetic data for
training and the other without using synthetic data.
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3.2.1 Training Procedure

Training was conducted over 10 epochs, starting
with a learning rate of Se-5. A scheduler was used
to reduce the learning rate to zero towards the end
of the training process.

3.2.2 Validation and Model Selection

The model’s performance was evaluated on the
validation dataset at the end of each epoch using
the F1-score. The model that achieved the high-
est F1-score on the validation set was selected for
inference on the test dataset.

3.3 LLM-Generated Text Assessment
3.3.1 Clustering of Texts Embeddings

In the text analysis using sentence transform-
ers, we extracted embeddings using “all-MiniLM-
L6-v2” available at https://github.com/UKPLab/
sentence-transformers (Reimers and Gurevych,
2019). On top of this, we performed k-means clus-
tering and t-distributed stochastic neighbor embed-
ding (t-SNE) to visualize and evaluate the distribu-
tion of the synthetic data and the raw data.

3.3.2 N-gram Analysis

Additionally, we conducted the same n-gram analy-
sis for (n = 1,2, 3 ) on the raw data of Tasks 5 and
6 for comparison and discussion. To ensure a fair
comparison with the GPT-4 generated text, which
had a limited number of samples, we randomly
selected 1,000 samples from each of the original
datasets (Label O and Label 1) for both tasks.

4 Results

4.1 Performance Metrics on Test Data

The evaluation metrics for the test data of Tasks
5 and 6 are presented in Table 2. For the primary
metric, the F1 score, Task 5 shows a slight improve-
ment of 0.009, while Task 6 shows a deterioration
of 0.013.

Table 2: Performance metrics for Tasks 5 and 6 with
and without data augmentation using LLM-generated
texts (indicated by "Aug"). Bold indicates the higher
score for each task.

Task Aug Fl Precision Recall
5 No 0.924 0.966 0.886
Yes 0.933 0.932 0.934

6 No 0.936 0.947 0.926
Yes 0.923 0.921 0.924



https://github.com/UKPLab/sentence-transformers
https://github.com/UKPLab/sentence-transformers

onent 2

-20

P

Com

40 60

Component 1

® LabelO )

Label 1

GPT-4

Figure 2: t-SNE visualization of sentence embeddings for Tasks 5 and 6. The plots show the distribution of original
and GPT-4 generated sentences in a two-dimensional space after dimensionality reduction using t-SNE. Each point
represents a sentence, with colors indicating the label (Label 0, Label 1, or GPT-4).

4.2 N-gram Analysis

Based on the results presented in Table 3, it is evi-
dent that the texts generated by GPT-4 consistently
exhibits a lower number of unique n-grams com-
pared to the original dataset, across both Tasks 5
and 6. This observation holds true for all values of
n (1, 2, and 3) considered in the analysis.

Table 3: Number of unique n-grams for each label and
task. "Label 0" and "Label 1" represent data from the
original dataset, while "GPT-4" represents text gener-
ated by GPT-4.

Task Data n=1 n=2 n=3
Label 0 5,380 22,313 30,577

5 Label 1 5,001 21,056 29,102
GPT-4 2,522 12,922 19,386
Label0 5471 15,776 18,601

6 Label 1 3,337 10,696 13,186
GPT-4 1,640 6,940 10,331

4.3 Clustering of Text Embeddings

Figure 2 illustrates that GPT-4-generated text
embeddings form localized clusters with limited
spread compared to the original data, particularly
Label 0 sentences. This suggests a lack of diversity
in GPT-4 outputs, as the model tends to generate
semantically similar sentences, in contrast to the
wider distribution and linguistic variety observed
in human-generated text.
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5 Discussion & Conclusion

The data provided for the Tasks 5 and 6 were both
imbalanced datasets with less positive examples
than negative ones. To address such imbalances,
data augmentation can be an effective approach.
Previous methods using deep learning have been
proposed as techniques applicable to named entity
recoginition and text classification, such as label-
wise token replacement, synonym replacement, and
entity replacement within sequences (Dai and Adel,
2020; Ding et al., 2021; Zhou et al., 2022). There
have also been proposals for approaches combin-
ing context and entity levels using LLMs (Ye et al.,
2024). In this study, we proposed a method that em-
ploys few-shot learning techniques to generate new
text using LLMs (Brown et al., 2020). By leverag-
ing LLMs, a vast amount of completely new data
can be generated, and by producing high-quality
data, improvements in the performance of classifi-
cation models can be expected. However, in this
study, the addition of synthetic data did not signif-
icantly improve the performance compared to the
baseline model.

As evident from the visualization by clustering,
the synthetic data generated by GPT-4 for the Tasks
5 and 6 exhibits a localized distribution in the em-
beddings extracted from the pre-trained language
model, compared to the original data. This suggests
that the synthetic data lacks diversity in compari-
son to the original data, and as a result, the addition
of the synthetic data did not improve the overall di-
versity of the training data, resulting in no explicit



improvement in the model’s performance.

This study has several limitations. Since we
used only GPT-4 for generating synthetic data from
sources like Reddit and Twitter, future work should
explore new methods to increase diversity. Prior
research suggests that diversity can be enhanced
by specifying attributes (Yu et al., 2024). For in-
stance, identifying the characteristics of posters
or the types of children’s diseases could lead to
greater diversity. Future efforts could include using
multiple language models, presenting more orig-
inal examples, or adjusting hyperparameters like
temperature to improve data diversity.

The Tasks 5 and 6 involved relatively few posi-
tive examples, resulting in imbalanced data, which
is often the case in real-world settings. While the
use of synthetic data generated by language models
can be an effective solution for augmenting train-
ing data, this study suggests that various efforts are
necessary to create diverse data that is effective for
training language models.
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A Appendix

A.1 Full Prompts

The full texts of the prompts are provided below.
The variables pos_exs and neg_exs each contain
five example texts for Labels 1 and 0, respectively.
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A.1.1 Prompt for Task 5

The following tweets are from a
parent with a child.

The label has a definition like '
This binary classification
task involves automatically
distinguishing tweets, posted
by users who had reported
their pregnancy on Twitter,
that report having a child
with attention-deficit/
hyperactivity disorder (ADHD),

autism spectrum disorders (
ASD), delayed speech, or
asthma (annotated as "1"),
from tweets that merely
mention a disorder (annotated
as "@0").

Examples of label 0:
{neg_exs}

Examples of label 1:
{pos_exs}

Create 10 fictional tweets of '
label 1°'.

You should output following style

1. outputil
2. output?
3. output3
4. output4
5. outputb
6. outputb
7. output?
8. output8
9. output9
10. outputl1o

A.1.2 Prompt for Task 6

The posts in the following
dataset come from social media
platforms Twitter and Reddit.
These posts are used to
automatically train models
focused on identifying
instances where the user's
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exact age is explicitly
mentioned. This is
particularly useful for health
and demographic research
applications that require
precise age data.

Heres a summary of the
definitions for labels © and 1
in this dataset:

Label 1: This label is assigned
to posts where the user's
exact age can be determined
directly from the text at the
time the entry was posted.
Examples include explicit
mentions of age, such as "It's

my 21st birthday today" or
inferred statements where the
user indicates they will be a
certain age, like "tomorrow I'
11 be 20."

Label ©: This label is used for
posts where the age of the
user cannot be determined or
is ambiguous. Examples include

unclear references to age,
mentions of age that may not
be current (like past or
future tense without a clear
indicator of current age), or
mentions of someone elses
age (e.g., a sibling or child)

Examples of label 1:
{pos_exs}

Examples of label 0:
{neg_exs}

Create 10 fictional tweets of
label 1°'.

You should output following style

outputl

1.

2. output?2
3. output3
4. output4
5. outputb



outputé6
output?
outputs8
output9
outputl1o

A.2 Examples of Generated Texts

Here are three actual generated examples from the
1,000 texts produced by GPT-4 for each of the two
tasks.

A.2.1 Examples of Task 5

1. Just had a parent-teacher conference about my

daughter’s ADHD. The teacher recommended
some strategies to help her stay focused in
class. Feeling hopeful and supported. #AD-
HDawareness

. Navigating ADHD with my child has been a

journey of patience, love, and a lot of learn-
ing. But seeing his improvements makes it all
worth it. #ParentingADHD

. My toddler with a speech delay said "mama"

clear as day. I cried. These moments are
everything. (pleading face emoji)(heart with
arrow emoji) #speechdelay

A.2.2 Examples of Task 6

1. Just hit the big 25 today, can’t believe I'm

a quarter of a century old! (party popper
emoji)(birthday cake emoji) #birthdayvibes

. Just signed the lease to my very first apart-

ment, a perfect 27th birthday present to my-
self. Here’s to independence and new begin-
nings! (house emoji)(birthday cake emoji)
#NewHome #27 Years

3. Turning 22 in a pandemic means virtual birth-

day parties and lots of Zoom shots! #Quaran-
tineBirthday
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