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Abstract

Large language models (LLMs) have shown im-
pressive capabilities in tasks such as machine
translation, text summarization, question an-
swering, and solving complex mathematical
problems. However, their primary training on
data-rich languages like English limits their
performance in low-resource languages. This
study addresses this gap by focusing on the
Indexical Shift problem in Turkish. The Index-
ical Shift problem involves resolving pronouns
in indexical shift contexts, a grammatical chal-
lenge not present in high-resource languages
like English. We present the first study exam-
ining indexical shift in any language, releas-
ing a Turkish dataset specifically designed for
this purpose. Our Indexical Shift Dataset con-
sists of 156 multiple-choice questions, each
annotated with necessary linguistic details, to
evaluate LLMs in a few-shot setting. We evalu-
ate recent multilingual LLMs, including GPT-
4, GPT-3.5, Cohere-AYA, Trendyol-LLM, and
Turkcell-LLM, using this dataset. Our analysis
reveals that even advanced models like GPT-4
struggle with the grammatical nuances of index-
ical shift in Turkish, achieving only moderate
performance. These findings underscore the
need for focused research on the grammatical
challenges posed by low-resource languages.
We released the dataset and code here.

1 Introduction

Large language models demonstrate remarkable
capabilities in zero-shot and few-shot learning, ex-
celling across a diverse range of tasks such as ma-
chine translation, text summarization, question an-
swering, and solving complex mathematical prob-
lems (Ye et al., 2023; OpenAl, 2024; Touvron
et al., 2023). However, most large language mod-
els (LLMs) are primarily trained on data-rich lan-
guages like English, and their performance evalua-
tions are also conducted in these languages (Ustiin
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et al., 2024). Consequently, this focus on data-rich
languages may lead to the under-exploration of
challenges unique to low-resource languages.

Recent studies have evaluated the performance
of large language models on linguistic tasks such
as coreference resolution to examine their ability
to match expressions referring to the same entity
(Gan et al., 2024; Le and Ritter, 2023; Brown
et al., 2020a; Yang et al., 2022; Agrawal et al.,
2022). In this study, we investigate LLMs’ per-
formance on interpreting indexical pronouns, with
a focus on the Indexical Shift problem, a unique
linguistic challenge related to but distinct from
pronoun resolution, primarily encountered in low-
resource languages like Turkish (Sener and Sener,
2011), Amharic (Schlenker, 1999), Zazaki (Anand
and Nevins, 2004), Uyghur (Shklovsky and Sudo,
2014), Nez Perce (Deal, 2020) and Japanese (Sudo,
2012).

Indexical elements like I and here refer to the ref-
erents of the speech context such as the speaker or
location of utterance. In most languages, these ele-
ments must be interpreted within the actual speech
context, referring to the actual speaker or location
of utterance. However, indexical shift occurs in
some languages, like Turkish, where an indexical
element can refer to the referents of the reported
context, rather than the actual speech context (see
Section 2 for details).

Indexical elements are substantially different
from pronouns regarding what antecedents they
can refer to and what factors restrict their interpre-
tations. For example, while pronouns are almost
always ambiguous and can refer to a wide range
of entities, first person indexical unambiguously
refers to the speaker of the utterance. Even in lan-
guages that allow indexical shift, the first person
indexical is ambiguous between only two possi-
ble referents (the speaker vs the attitude holder),
being interpreted based on contex/world knowl-
edge. Moreover, Turkish allows indexical shift
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only in some syntactic structures (finite embedded
clauses) but not in others (e.g. nominalized embed-
ded clauses), which makes indexical shift a unique
challenge, requiring attention to specific syntac-
tic rules and context (see Section 3 for a detailed
comparison of indexical elements and pronouns
regarding coreference resolution).

We investigate the capability of multilingual
large language models to handle pronoun resolu-
tion within the context of indexical shift in Turkish.
To the best of our knowledge, this is the first study
examining indexical shift in any language. There-
fore, we have released a Turkish dataset specifically
designed to evaluate LL.Ms on the indexical shift
problem. Our contributions in this work are as
follows:

* We released the Indexical Shift Dataset in
Turkish, comprising 156 multiple-choice ques-
tions to evaluate LLMs on the indexical shift
problem in few-shot setting. Each sample in
this dataset includes the necessary linguistic
details.

* We evaluate recent multilingual LLMs, includ-
ing GPT-4, GPT-3.5 (OpenAl, 2024), Cohere-
AYA (Ustiin et al., 2024), Trendyol-LLM
(Trendyol, 2023), and Turkcell-LLM (Turk-
cell, 2023), using our dataset. We statistically
analyze the factors that influence these mod-
els’ decisions.

* We conclude that even advanced models like
GPT-4 struggle to grasp the grammatical nu-
ances of indexical shift in Turkish, showing
only moderate performance at best. These
findings highlight the need for a special fo-
cus on the grammatical challenges of low-
resource languages.

2 Indexical Shift in Turkish

Indexical elements. Indexical elements such as
English I, you, here and yesterday are used to refer
to referents of the speech-act coordinates (Kaplan,
1977; Schlenker, 2003; Anand and Nevins, 2004,
Deal, 2020). For example, I is used to refer to au-
thor (speaker) of the utterance, while here is used
to refer to the location where the utterance was
made, and thus sentences like (1) mean different
things if uttered by different people and/or in dif-
ferent locations. If (1-a) is uttered by John in Los
Angeles, it means that John was born in Los Ange-
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les, but if it is uttered by Mary in Boston it means
that Mary was born in Boston.

I was born here.
Peter thinks that I went to Atlanta.

(1

a.
b.

In most languages, including English, indexical
elements must always be interpreted inside the ac-
tual speech context, referring to actual speech-act
coordinates (e.g. author, location).! So, if (1-b) is
uttered by John, the indexical I can only be inter-
preted as referring to John (e.g. John is believed to
have gone to Atlanta) but nobody else. Importantly,
even though Peter’s beliefs are reported in (1-b),
the indexical element / cannot be interpreted as
referring to Peter (author of the reported belief),
but must be interpreted as referring to John (author
of the actual sentence).

Indexical Shift. Turkish allows indexical shift
(e.g. Sener and Sener, 2011), a situation where an
indexical element gets its referent from the reported
context, rather than the actual context of utterance.
For instance, the Turkish first person indexical ben
in (2) can refer to the attitude holder Burak, who
is the author of the reported belief, or to the au-
thor/speaker of the actual sentence.”

2)

Burak yine [ (ben) mezun ol-du-m ]
Burak again 1SG graduate be-PST-1SG
san-1yor.

think-PROG

‘Burak thinks again that {he/speaker} grad-
uated.

In this regard, sentences like (2) are ambiguous
between readings where first person indexical ben
is shifted (referring to the attitude holder Burak)
or non-shifted (referring to actual speaker), and
Turkish speakers interpret such sentences based on
previous context or upcoming sentences (Kuram,
2020). For example, in a context where the actual
speaker is the conversation topic, (2) would natu-
rally be interpreted in the non-shifted reading (I
= speaker), but if the conversation is about Burak,
the sentence would be naturally interpreted in the

'One exception for this generalization is direct quotation
(e.g. Peter said/thought, ‘I went to Atlanta’.), where quoted
material is interpreted as verbatim utterance/thought produced
by its owner. Direct quotation is out of the scope of this paper.

*Turkish is a pro-drop language, meaning that the subject
of the clause can be dropped (phonologically null). In this
example, and henceforth, parentheses indicate that the subject
can optionally be dropped. When subject is dropped, its person
features are indicated by the agreement marker on the verb.



shifted reading (I = Burak).3

Syntactic Restrictions on Indexical Shift. In-
dexical shift is a quite rare syntactic/grammatical
property, observed in a small set of languages
like Amharic (Schlenker, 1999), Zazaki (Anand
and Nevins, 2004), Uyghur (Shklovsky and Sudo,
2014), Nez Perce (Deal, 2020). These languages
are different from others (e.g. English) in that their
syntax possesses the necessary machinery to allow
indexical shift (see Deal (2020) for theoretical de-
tails and a comprehensive list of languages that
allow indexical shift). Moreover, even within a
language, indexical shift might be allowed or dis-
allowed depending on the syntactic structure of a
sentence. For example, indexical shift in Turkish
is observed only with finite embedded clauses like
(2), but is not allowed in other grammatical struc-
tures such as nominalized embedded clauses like
(3), formed by the nominalizer suffix -DIK on the
embedded verb.

3)

Burak yine [ (ben-im) mezun

Burak again 1SG-GEN graduate

ol-dug-um-u ] san-1yor.
be-NMLZ-1SG-ACC think-PROG

‘Burak thinks again that {*he/speaker}

graduated.’

Different from (2), the first person indexical ben
in (3) can only refer to the actual speaker of the
sentence (similar to English), regardless of the con-
text it is uttered in (e.g. it cannot undergo indexical
shift and refer to the attitude holder Burak). This
contrast between (2) and (3) is due to the syntac-
tic/grammatical properties of the finite and nom-
inalized embedded clauses in Turkish, which are
acquired by the native speakers of the language
(see Sener and Sener (2011) and Oguz et al. (2020)
for syntactic details).

In this study, we aim to test whether LLMs
are able to capture this grammatical contrast be-
tween two embedded clause types and successfully
interpret indexical elements in syntactic environ-
ments that allow (e.g. finite embedded clauses) or
block indexical shift (e.g. nominalized embedded
clauses).

3Some readers may wonder if embedded material in sen-
tences like (2) is direct quotation (e.g. Peter thinks, ‘I am
smart.’, in English). Ozyildiz (2012) and Oguz et al. (2020)
use linguistic diagnostics to show that these are not instances
of direct quotation but are true instances of indexical shift.
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3 Related Work

There are substantial differences between pronouns
and indexical elements. To begin with, even though
syntactic/semantic factors can influence pronoun
resolution by making some nouns more likely an-
tecedents of pronouns (e.g. subject bias), they do
not totally rule out other nouns as possible refer-
ents.* For example, previous work suggests that
speakers mostly interpret the third person pronoun
he in (4) as referring to the subject John (for syntac-
tic or contextual reasons), but the object Bill is still
a possible antecedent, meaning that the sentence is
ambiguous (e.g. Crawley et al., 1990; Stewart and
Pickering, 1998; Pickering and Majid, 2007).

“4)

Moreover, pronouns can refer to nouns that are
contextually salient, but not present in the sentence.
For example, the third person pronoun /e can be
interpreted as referring to a contextually salient
person named Peter. As a result, context plays
a crucial role in how speakers interpret pronouns.
Previous work in the field (cited above) show that
LLMs are able to use contextual information dur-
ing coreference resolution and show good perfor-
mance.

Indexical elements, on the other hand, must
unambiguously refer to the discourse coordinates
(e.g. speaker), except for indexical shifting environ-
ments. In syntactic contexts where indexical shift
is allowed (e.g. Turkish finite embedded clauses),
indexical elements are similar to pronouns in that
their referent can be ambiguous. However, index-
ical elements are still different from pronouns in
that they are ambiguous between only two refer-
ents (speaker vs attitude holder), while pronouns
are technically free to refer to an unlimited amount
of antecedents (that can be salient in context).

In summary, indexical elements are restricted
by different syntactic factors than pronouns (e.g.
clause type) and are usually unambiguous. More-
over, even in contexts where indexical shift is pos-
sible, indexical elements are restricted to two possi-
ble referents, depending on whether indexical shift
takes place or not, while pronouns are free to refer
to a wide range of entities. Thus, indexical ele-
ments and indexical shift create a unique challenge
for LLMs, requiring to take into account the syntac-
tic constraints regarding indexical shift while also

John hit Bill and he ran away.

*Except for ones that violate syntactic principles like the
Binding Theory (Chomsky, 1981).



Question
NAMENull kimin Almanca bildigini saniyor?

Context

Context prime Sentence type

Sentence Ground truth

Merhaba, ben SPEAKER. Ankara’da yasayan bir 6grenciyim.
NAMENull diye bir arkadasim var. On tane Almanca kelime 6grenmis.
“Hi, my name is SPEAKER. I am a student living in Ankara.

I have a friend named NAMENull. He learned ten German words.”

Shifted

NAMENull Almanca biliyorum santyor.

“NAMEnull thinks he knows German.” Shifted

Finite

NAMENull Almanca bildigimi saniyor.

Nominalized “NAMEnull thinks I know German.”

Speaker

Merhaba, ben SPEAKER. Ankara’da yasayan bir 6grenciyim. NAMENull diye bir arkadagim var.
NAMENull sdylediklerini havaalanindaki turistler icin Almanca’ya gevirmemi istedi.
“Hello, I'm SPEAKER. I am a student living in Ankara. I have a friend named NAMEnull.
NAMEnull asked me to translate what he said into German for the tourists at the airport.”

Speaker

NAMENull Almanca biliyorum santyor.

Finite “NAMEnull thinks I know German.”

Speaker

NAMENull Almanca bildigimi saniyor.

Nominalized ~..\jA MEnull thinks I know German.”

Speaker

Table 1: An example four context-sentence pairs from the dataset.

employing general coreference resolution strate-
gies like contextual information.

4 Turkish Indexical Shift Dataset

To test LLMs’ ability to understand indexical shift
in Turkish, we created a dataset containing 156
entries with sentences containing the Turkish first
person indexical (silent/dropped) that could poten-
tially refer to the speaker (non-shifted) or to the
attitude holder of the clause (shifted).

Since the interpretation of indexical elements
in Turkish (shifted vs non-shifted) depend on the
context they appear in, we created two contexts
for each experimental sentence: one priming the
shifted reading, the other priming the non-shifted
reading of the first-person indexical. Moreover,
for each context, we created a version of the sen-
tence with a nominalized embedded clause like (3)
(rather than finite embedded clause like (2)), where
indexical shift is not allowed by the grammar (e.g.
the indexical must refer to the speaker even if the
reported context priming otherwise). Together, this
four context-sentence pairs lead to four different
classes as summarized in Table 1.

We used sentences with three different verbs that
allow indexical shift in Turkish: iste ‘to want’, san
‘to think/believe’, diisiin ‘to think’. These verbs
trigger specific morphosyntactic requirements in
Turkish. For example, iste ‘to want’ requires a
subjunctive marker on the embedded verb, while
san ‘to think/believe’ and diigiin ‘to think’ require
regular tense morphology. Also, diisiin ‘to think’
requires the complementizer diye while the other
two does not require/allow diye.

Each entry in the dataset have the following in-
formation:

* The embedding verb used in the sentence.

* The context first person indexical meaning
that the context encourages (context prime).

* Ground truth entity that the indexical is refer-
ring to (SPEAKER or SHIFTED).
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* The sentence.
* Sentence type (Nominalized or Finite).

* Question to reveal the LLM’s interpretation
of the indexical.

In order to augment our dataset with different
name pairs for testing, SPEAKER and NAMENull
placeholders are used instead of the speaker name
and the reported third party with NAME-ACC,
NAME-GEN, NAME-DAT, NAME-Loc, NAME-
coM were used for the accusative, genitive, dative,
locative, and comitative forms of the third person
subject’s name.

The Turkish language indexical shift test dataset
is open sourced along with the associated source
code, here.

5 Experiments

In this section, we explain our experimental setup,
results, and discussion of the results.

5.1 Experimental Design

Models. We assess the performance of five lan-
guage models: GPT-4 (OpenAl, 2024), GPT-
3.5 (Brown et al., 2020b), Cohere-AYA (Ustiin
et al., 2024), Trendyol-LLM (Trendyol, 2023),
and Turkcell-LLM (Turkcell, 2023). Both GPT-4
and GPT-3.5 are closed-source, advanced multilin-
gual models. Cohere-AYA, a 13-billion parame-
ter model, is trained in 101 languages and is built
by fine-tuning the mT5 model (Xue et al., 2021).
Trendyol-LLM is based on the LLama-2 7-billion
model and fine-tuned on both Turkish and English
data. Lastly, Turkcell-LLM is a fine-tuned version
of the Mistral 7-billion model, specifically adapted
for Turkish data.

Evaluation Strategy. We evaluate the perfor-
mance of models using a multiple-choice question-
answer format similar to the Massive Multitask
Language Understanding benchmark (MMLU)
(Hendrycks et al., 2021) with a 5-shot setting. The
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Table 2: Precision, recall, and f1 performances of each model for each class and their macro averages.

Speaker Shifted Macro Average
Model Precision Recall Fl1 Precision Recall Fl1 Precision Recall Fl1
GPT-4 0.91 0.69 0.78 0.46 0.79 0.58 0.68 0.74  0.68
GPT-3.5 0.77 0.59 0.67 0.28 047 035 0.53 053 0.51
Cohere-AYA 0.83 0.84 0.84 0.51 0.50 0.51 0.67 0.67 0.67
Trendyol-LLM 0.71 049 0.58 0.22 042 0.29 0.47 045 043
Turkcell-LLM 0.88 0.12 0.22 0.27 095 042 0.57 054 032
Cohere/aya-101 GPT-3.5 GPT-4
100 1 055 1.00 1.00- 0.97 0.97
- 0.73 0.751
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Figure 1: Selection analysis plot of GPT-4, GPT-3.5 and Cohere-AYA models. Their outputs are significantly
influenced by the context prime, indicating the context’s meaning toward either the speaker or the shifted class. No
other significant factors were observed.

questions are presented in Turkish, following this ~ Table 3: Accuracy results for each clause type: finite
template: and nominalized. All models except Cohere-AYA shows

. . worse performance in nominalized sentences.
{in_context_learning_examples}

Soru: {context} {question}? Model Finite Nominalized Average
secenckler: GPT-4 0.88 0.55 0.72
: GPT-3.5 0.60 0.53 0.57

A. {choice_a} Cohere-AYA  0.75 0.76 0.76
B. {choice_b} Trendyol-LLM  0.50 0.50 0.50
Turkcell-LLM 0.57 0.09 0.33

Dogru cevap:
where Soru means "question", Segenekler means
"choices", and Dogru cevap means "correct an-  actual random Turkish names to provide more nat-
swer". We select five random examples from our  ural linguistic contexts. To decrease the effect of
dataset as in-context examples and evaluate the re-  potential gender biases within the models, we uni-
mainder. For open-source models, we calculate the ~ formly use either female or male names for all
probabilities of the tokens "A" and "B" to deter-  placeholders within a single question.
mine the most likely answer. For closed-source Lastly, to address the choice bias demonstrated
models, we modify the prompt by adding: “Asagi-  in prior studies (Zheng et al., 2024), we implement
daki sorulari cevapla. Sadece cevap olarak A veya  random assignment of choice options in both the
B yazman lazim.” to ensure accurate response gen-  question prompts and in-context examples. Ad-
eration. Both GPT models comply strictly with  ditionally, for open-source models, we enhance
this rule, generating only the letters A or B as re-  reliability by presenting each question twice with
sponses. the order of choices reversed. We then aggregate
Our dataset originally contains placeholders  the probabilities assigned by the model to each op-
such as "NAMENull" and "SPEAKER" instead  tion across these iterations to determine the most
of real names. We replace these placeholders with  likely choice. This method helps to mitigate any
Tglish:Answer the following questions. You need to inherent preference the model may have towards
write only A or B as your answer. the position of the answer choices.
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Figure 2: Selection analysis plot of Turkcell-LLM. Nei-
ther clause type nor context prime has a statistically
significant effect.

Metrics. Our dataset exhibits a class imbalance,
with 75% of the ground truth labeled as SPEAKER
and the remaining 25% as SHIFTED. Given this im-
balance, accuracy alone would not provide a com-
prehensive measure of model performance; a trivial
model that consistently outputs "SPEAKER" could
achieve 75% accuracy without truly understanding
the data. To address this, we follow the common
practice in the literature (Branco et al., 2015) and
report precision, recall, and F1 scores for both the
SPEAKER and SHIFTED classes. We also com-
pute the macro precision, recall and F1 score to
summarize overall performance. Moreover, to see
the performance of the models in different clause
types (finite or nominalized), we provide the ac-
curacy of all models in different clause types and
average accuracy as well. Lastly, analyze factors
influencing an LLM’s decision-making on a given
question, using R Software (R Core Team, 2013) to
build the best fitting Linear Mixed-Effect Regres-
sion (LMER) model (Bates et al., 2015) with item
as the random factor and model selection as the
dependent variable. The findings of our statistical
analyses are discussed in detail in Section 5.3.

5.2 Main Results

The performance of all models is presented in Ta-
ble 2. For the Speaker class, GPT-4 achieves the
highest precision, while Cohere-AYA consistently
delivers high precision and recall, resulting in the
highest F1 score for this class. For the Shifted class,
GPT-4 attains a maximum F1 score of 0.58, signifi-
cantly lower than its performance for the Speaker
class. All models, except Turkcell-LLM, exhibit
lower performance for the Shifted class, indicat-
ing a tendency to make mistakes when either the
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ground truth or the model output is the class Shifted
(low precision and low recall).

Examining the macro average results, we ob-
serve that GPT-4 and Cohere-AYA have compa-
rable and highest F1 performance, whereas other
models are behind of them with a significant mar-
gin. This performance gap for GPT-4 can be at-
tributed to its advanced capabilities, likely due to
a large training corpus and model size (OpenAl,
2024). Similarly, the performance gap for Cohere-
AYA may be due to its training data, which includes
many Turkish samples (Ustiin et al., 2024). How-
ever, even the performance of GPT-4 and Cohere-
AYA is far from optimal. Lastly, as shown in Table
3, GPT-4 and Cohere-AYA perform relatively well
at predicting indexical shift in sentences with fi-
nite clauses, where shift is possible. However, in
sentences with nominalized clauses, where shift is
not possible, the performance of all models drops
significantly. Among them, only the Cohere-AYA
model demonstrates a significantly better predic-
tion accuracy than random guessing (50%). This
finding highlights the need for greater attention to
the grammatical challenges in low-resource lan-
guages.

5.3 Which Factors Effect LLMSs’ Decision?

In this section, we employ Linear Mixed-Effect
Regression (LMER) models to measure the im-
pact of various factors in the dataset on LLM deci-
sions. These factors include sentence type (finite vs
nominalized), gender, and context prime (priming
shifted vs non-shifted readings). Through this anal-
ysis, we observe that LLM behaviors can be clus-
tered based on their responses to our task. Below,
we examine each LLM cluster and their behavior
patterns in detail.

GPT Family and Cohere-AYA. The decisions
of these three models are influenced by the con-
text prime, indicating that the context’s meaning
leans towards either the speaker or shifted class.
This effect is statistically significant (p’s < 0.001).
As illustrated in Figure 1, the models’ decisions
change significantly when the context prime is al-
tered (represented by dark blue and blue colors).
For instance, Cohere-AYA selects the speaker class
100% of the time when the context prime indicates
the speaker in finite sentences, but this proportion
drops to 50% when the context prime indicates the
shifted class. This substantial difference in selec-
tion proportions highlights the significant impact
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Figure 3: Selection analysis plot of Trendyol-LLM. Nei-
ther clause type nor context prime has a statistically
significant effect.

of the context prime, an effect that is also observed
in GPT models across different sentence types.

Aside from the effect of context prime, all other
factors have a statistically non-significant impact
on the models’ decisions (p’s > .05). This is in-
teresting because, for a native speaker, the clause
type (finite or nominalized) directly influences the
interpretation of the sentences, allowing indexical
shift in finite embedded clauses (2) but not in nom-
inalized embedded clauses (3).

Trendyol-LLM and Turkcell-LLM. Figures 2
and 3 illustrate the mean decisions of these models
in each item class. Our analyses show that the deci-
sions of these models are not influenced by either
context prime or clause type (p’s > .05). Specifi-
cally, no factors significantly affect the decisions
of Turkcell-LLM, while the only factor that affects
the decisions of Trendyol-LLM is interestingly gen-
der (p < .001). Furthermore, Turkcell-LLM almost
consistently outputs the shifted class, as seen in Fig-
ure 2. Given their comparatively low performance,
we interpret these results to mean that these two
models lack the reasoning capability to understand
the indexical shift problem in Turkish and produce
reasonable outputs.

Summary. Overall, none of the models tested in
this study are sensitive to clause type, showing that
all of these models fail to learn the grammatical
grounds where indexical shift is possible (finite
embedded clauses) or not (nominalized embedded
clauses). Trendyol-LLM and Turkcell-LLM strug-
gle significantly with interpreting the task. The de-
cisions of the other models are primarily affected
by the context prime, mimicking native speaker
behavior with finite embedded clauses, but over-
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generalizing this behavior with nominalized em-
bedded clauses, where context prime does not play
a role for native speakers (since indexical shift is
not available).

6 Conclusion

In this study, we assess large language models
(LLMs) on pronoun resolution tasks within index-
ical shift contexts, focusing specifically on a low-
resource language, Turkish. To facilitate this evalu-
ation, we release a Turkish indexical shift dataset
comprising 156 samples. We test recent multilin-
gual models on this dataset and find their perfor-
mance lacking. Additionally, we observe that none
of the LLMs’ decisions are influenced by gram-
matical nuances, such as finite versus nominalized
clauses, which contrasts with the behavior of na-
tive speakers. Our findings highlight the need for
greater attention to the grammatical challenges of
low-resource languages in the development and
evaluation of LLMs.

7 Limitations

One limitation of the current study is that it concen-
trated solely on the first person indexical in Turkish,
which was due to linguistic limitations regarding
indexical shift in Turkish. As explained in detail
by Deal (2020), indexical elements within a lan-
guage do not need to show a uniform behavior, and
can have different properties than one another. For
example, in Turkish, the person indexicals ben ‘I’
and sen ‘you’ and the temporal indexical yarin ‘to-
morrow’ allow indexical shift, while the locative
indexical bura ‘here’ does not allow indexical shift
(Oguz et al., 2020). In other words, the locative in-
dexical bura ‘here’ cannot undergo indexical shift,
and it must always be interpreted as the location
where the sentence was uttered (similar to English
here). Considering this, the locative indexical bura
‘here’ could not be included in our study. More-
over, the second person indexical sen can only shift
under the verb de ‘to say’, and cannot shift un-
der other verbs like san ‘to think’ or iste ‘to want’
(because they cannot take an addressee). In the
current study, we aimed to observe LLMs’ perfor-
mance under various types of embedding verbs,
while keeping our experimental sentences maxi-
mally consistent. For this reason, we could not
investigate the second person indexical sen, which
does not allow indexical shift in any other verb than
de ‘to say’. Future work can extend our findings



by investigating LL.Ms’ performance with other
indexical elements than the first person ben.
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