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Abstract
The primary challenge in utilizing dialogue sys-
tems for reliable language assessment for inter-
actional skills lies in obtaining ratable speech
samples that demonstrate the user’s full range
of ability. We thus developed a multimodal dia-
logue system that employs adaptive sampling
strategies and enables a mixed initiative inter-
action through extended interview and roleplay
dialogues. The interview is a system-led dia-
logue aimed at evaluating the user’s overall pro-
ficiency. The system dynamically adjusts the
question difficulty based on a real-time assess-
ment to induce linguistic breakdowns, which
provides evidence of the user’s upper limits of
proficiency. The roleplay, on the other hand, is
a mixed-initiative, collaborative conversation
intended to assess interactional competence
such as turn management skills. Two exper-
iments were conducted to evaluate our system
in assessing oral proficiency. In the first exper-
iment, which involved an interview dataset of
152 speakers, our system demonstrated high
accuracy in automatically assessing overall pro-
ficiency. However, we observed that linguistic
breakdowns were less likely to occur among
high-proficiency users, indicating some room
for further enhancing the ratability of speech
samples. In the second experiment based on
a role-play dataset of 75 speakers, the speech
samples elicited by our system was found to
be as ratable for interactional competence as
those elicited by experienced teachers, demon-
strating our system’s capability in conducting
interactive conversations. Finally, we report on
the deployment of our system with over 10,000
students in two real-world testing scenarios.

1 Introduction

Language testing plays a critical role in ensuring
effective language learning, as it provides valu-
able feedback on learners’ proficiency levels and
guides instructional planning (Fulcher, 2010). As-
sessment of oral proficiency is particularly impor-
tant, as speaking and listening skills are essential

for effective communication in a second language.
Traditional methods of oral proficiency assessment,
however, face several challenges, including the sub-
jectivity of human raters and the difficulty of cre-
ating standardized, scalable testing environments
(Galaczi and Taylor, 2018).

To address these challenges, several studies have
explored automated systems for oral assessment.
For example, Ockey and Chukharev-Hudilainen
(2021) evaluated the potential of spoken dialogue
systems (SDS) for paired oral discussion tasks, con-
cluding that a standardized assessment may favor
SDS over human interlocutors due to its systematic
behavior. Recent advancements in large language
models (LLMs) have further simplified the imple-
mentation of such dialogue tasks. However, a sig-
nificant challenge remains in obtaining "ratable"
speech samples that accurately represent the full
extent of a learner’s language capabilities. Assess-
ment of oral proficiency requires not only measur-
ing linguistic competence, such as grammar and
vocabulary, but also evaluating interactional be-
haviours, including turn-taking, topic management,
and repair strategies (McNamara, 1996). Addition-
ally, to provide a reliable assessment, it is crucial
to observe the upper linguistic limits of the user
(Liskin-Gasparro, 2003). Therefore, an effective di-
alogue system must be capable of engaging users in
a manner that naturally reveals these competencies
while also being scalable as a testing tool.

To this end, we developed the Intelligent Lan-
guage Learning Assistant, InteLLA, a multimodal
dialogue system designed to elicit spontaneous
speech samples from second language learners
through a combination of a 15-minute interview
and a 10-minute roleplay session. By dynamically
adjusting the topic difficulty based on real-time as-
sessments, the system aims to provoke linguistic
breakdowns that serve as evidence of a learner’s
upper proficiency limits. Additionally, the mixed-
initiative roleplay component is designed to evalu-
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Figure 1: The InteLLA system for oral proficiency as-
sessment. The user connects to an online video call
with InteLLA from their web browser on PC, tablet or
smartphone.

ate the user’s interactional competence in a collab-
orative setting.

To ensure the functionality and potential limita-
tions of our system for large-scale real-world im-
plementation, this paper reports two experiments:
Chapter 4 evaluates how well the system can assess
oral proficiency through various experiments de-
signed to test its efficacy; Chapter 5 reports on the
field testing results of our system used in real-world
testing scenarios with university and high school
students in Japan. We also discuss our first year
operation of our system in terms of practicality and
social impacts.

2 Related Work

2.1 CEFR

The Common European Framework of Reference
for Languages (CEFR) serves as a comprehensive
foundation for the development of language syllabi
and curricula, as well as the evaluation of foreign
language proficiency (Council of Europe, 2020).
According to the CEFR, the key competencies for
effective language communication include range
(vocabulary richness), accuracy (grammatical cor-
rectness), fluency (smoothness and flow of speech),
interaction (ability to engage in conversational ex-
change), and coherence (Engaging in effective con-
versational exchange). These competencies are
defined across six proficiency levels: A1, A2, B1,
B2, C1, and C2, with A1 representing the beginner
level and C2 indicating proficient or near-native
speaker capabilities.

The CEFR outlines specific communicative ac-
tivities referred to as "Can-Do" statements, which

articulate what learners at each proficiency level
should be able to achieve. These "Can-Do" serve
as guidelines to determine the appropriate level for
a learner based on their demonstrated abilities in
a certain social situation. For instance, at the B1
level, learners should be able to handle most situa-
tions likely to arise while traveling in an area where
the language is spoken.

This standardization is particularly valuable in
the development of dialogue systems for language
testing, as it offers an established baseline for de-
signing tasks, including the interlocutor’s behav-
iors, and evaluating user performance in a reliable
and valid manner.

2.2 Oral Proficiency Interview
In many computerised speaking assessments, the
user is given a reading script or situational expla-
nation and is then required to record their speech.
Such monologue-based speaking score, however,
only have moderate correlations with those elicited
in interactive dialogue tasks (Roever and Ikeda,
2022). On the other hand, due to their dynamic and
co-constructive nature, dialogic tasks inevitably in-
troduce variability in examiner behaviours and thus
affect the learner’s performance in the test (Galaczi
and Taylor, 2018). This inherent variability poses
a challenge for maintaining consistent and reliable
assessments in dialogue-based tasks.

To draw out such interactive abilities, interview-
based assessments of speaking proficiency con-
ducted by trained professionals have long been
considered, a representative implementation be-
ing the ACTFL-OPI (Liskin-Gasparro, 2003). The
ACTFL-OPI interview consists of several phases.
It begins with a "warm-up" where the interviewer
asks questions or engages in small talk to famil-
iarize the examinee with the test. Through this
warm-up, the interviewer conducts a preliminary
evaluation to decide the difficulty level of the first
main topic. Next, the main part of the assessment,
the "iterative process" takes place. The interviewer
alternates between questions that are perceived as
comfortably easy and challengingly difficult for the
examinee to induce signs of "breakdown". Typi-
cally, breakdowns are indicated by hesitation, stum-
bling, lack of response, or rephrasing. This iterative
process continues until sufficient information is ob-
tained to assess the examinee’s proficiency accu-
rately. Automated assessment systems that mimic
this interview strategy, such as the ACTFL Oral
Proficiency Computer, exist. However, these sys-
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tems do not rely on the user’s previous responses
but rather output a predefined list of questions se-
quentially (Isbell and Winke, 2019). Although
some measures are taken such as adjusting the diffi-
culty of questions based on self-assessment before
the interview, dynamic level adjustments during
the interview, as performed by human experts, are
not conducted.

Research into systems that conduct interview
or counseling-like dialogues has been extensive in
the domains other than language testing (Morbini
et al., 2014; Inoue et al., 2020). These systems
aim to elicit user speech through natural listening
and question generation, but few explicitly evalu-
ate user performance. Additionally, there is con-
siderable research on using dialogue systems for
speaking proficiency assessment (Ramanarayanan
et al., 2019; Litman et al., 2016), but these studies
generally assign the same tasks to all users from the
perspective of test fairness and avoiding dialogue
breakdowns.

2.3 Roleplay Dialogue

While structured interaction tasks such as the
ACTFL-OPI have been used extensively to elicit
ratable samples to assess linguistic competence
(e.g., vocabulary, grammar, pronunciation), it falls
short in assessing a full range of interactional com-
petence. As such, language assessment researchers
attempt to incorporate roleplay tasks in their tests to
simulate authentic social settings for the examinees
to demonstrate their abilities to enact simulated
social roles by maintaining interpersonal relation-
ships and managing turn-taking in a collaborative
and cooperative manner (Kasper and Youn, 2018).
By design, such roleplay dialogues should involve
mixed-initiative interactions where both the system
and the user can take the lead in conversation. This
requirement is essential to making it possible to
evaluate how well the learner handles unexpected
turns and engages in collaborative communication.

2.4 System Requirements

Based on the aforementioned considerations, our
system needs to effectively assess oral proficiency
through both structured interviews and collabora-
tive roleplay interactions. To achieve this, we have
established the following requirements for the con-
versational agent being developed in this project:

1. Adaptive speech sampling strategy: The sys-
tem should ask relevant questions and provide

responses tailored to the user’s language level,
efficiently sampling ratable speech data for
assessment. Multimodal interaction, includ-
ing non-verbal gestures, is needed to elicit
authentic speech, ensuring that scores are gen-
eralizable to real-world communication.

2. Mixed-initiative interaction: The system
should enable collaborative, mixed-initiative
dialogues, wherein both the system and the
user can dynamically control the conversa-
tion. This will allow users to demonstrate their
interactional competence, including aspects
such as turn-taking and topic development.

3. Scalability: To ensure the test is accessible
and fair for a diverse user base, the system
must be usable across different locations and
operable on low-end devices.

3 System Design

The InteLLA system is a multimodal dialogue sys-
tem where the user connects to an online video call
from their personal device, as shown in Figure 1.
We adopted a modular architecture, wherein multi-
ple modules, each responsible for specific dialogue
capabilities such as ASR, operate concurrently to
enable fully-duplex communication (Figure 2). For
the ASR module, we employ the Google Text-to-
Speech service. The details of the other modules
will be discussed in subsequent sections.

3.1 Video Communication Module

To enable users to access the system via video
call directly from their web browser, the system
is hosted on a server, with agent audio and visu-
als streamed to the user through a Web Real-Time
Communication (WebRTC) solution. This setup
leverages server-side GPU resources for machine
learning and rendering, ensuring a rich conversa-
tional experience even for users with low-end de-
vices. This configuration is crucial for maintaining
equitable and consistent testing.

3.2 Dialogue Management Module

LLMs have greatly simplified the design and man-
agement of dialogues by enabling the specifica-
tion of conversation rules through prompts (Brown
et al., 2020). However, these models often struggle
to maintain coherence when the input (i.e. prompts
and dialogue history) becomes excessively long.
This poses a particular challenge in our use case,
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Figure 2: System architecture of InteLLA, comprising video communication, automatic speech recognition, dialogue
management, turn management, action generation and assessment modules.

where a single conversation may extend from 20 to
30 minutes. Additionally, altering dialogue content
based on real-time assessments for adaptive testing
remains an issue.

To address these challenges, we employed a hy-
brid approach that combines LLMs with scenario-
based dialogue management. Specifically, we seg-
mented the interviews and roleplays into multiple
topics, with each topic having a sub-goal such as
"asking about hobbies" or "conducting a roleplay
to borrow a PC from the user," designed to be com-
pleted within a 3 to 5-minute timeframe. These
topics are tailored for each CEFR level.

Following the OPI framework described in Sec-
tion 2.2, the conversation initiates with a warm-up
topic, designed to make the user comfortable with
the system. During the conversation, the assess-
ment module, explained in Section 3.5, evaluates
the user’s proficiency. Based on this assessment,
users are assigned a topic that matches or slightly
exceeds their proficiency level. This aims to induce
linguistic breakdowns, thereby efficiently observ-
ing the user’s upper proficiency limits, as shown in
Appendix A.1.

When a topic changes, the prompt for the LLM
is updated, and the dialogue history is reset. By
compartmentalizing conversations in this manner,
the LLM can adhere to strict instructions for each
individual topic, ensuring coherent and controlled
dialogue over a total duration of 20 to 30 minutes.
To maintain the memory of previous topics, we
summarize earlier dialogue segments and incorpo-
rate these summaries into the updated prompts.

To enhance the ratability of speech samples, a
panel of applied linguistics researchers and expe-
rienced teachers carefully designed and piloted
prompts. Following the literature on the correspon-
dence between representative linguistic functions
and CEFR levels (O’Sullivan et al., 2002), top-

ics were decided in terms of how likely learners
are to use target linguistic functions in response
to the system’s question. For instance, B2-level
learners are expected to have the ability to pro-
duce a longer, coherent utterance, and thus the top-
ics, for instance, should require them to compare
and contrast multiple ideas. These are combined
with generic prompts such as persona of the agent,
guideline for the interview and summarized history,
and fed to a LLM to generate the next system ut-
terance. We use OpenAI’s GPT for the utterance
generation.

3.3 Turn Management Module

In spoken dialogue systems, knowing when to
speak is as crucial as knowing what to say for main-
taining smooth interaction (Skantze, 2021). This
is particularly important in the context of oral pro-
ficiency testing, where users often produce long
pauses between sentences as they formulate their
responses, increasing the likelihood of system in-
terruptions.

During these pauses, it is often discernible
whether the user intends to continue speaking or
has finished based on grammatical completeness,
prosody, and eye gaze. To utilize such multimodal
cues, we trained an end-of-turn detection model
that incorporates text, audio, and image data to
predict whether the user has finished their turn, as
proposed by Kurata et al. (2023). However, turn
overlaps are inevitable, even in human conversation.
Not all overlaps are detrimental; for instance, the
user may simply be providing backchannel feed-
back to the system. To determine whether the sys-
tem should continue speaking or pause when turn
overlaps occur, we implemented a barge-in detec-
tion system based on the overlap resolution model
by Gervits and Scheutz (2018).

This module is also responsible for generating
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backchannels and fillers. Backchannels are neces-
sary cues to indicate the system is listening to the
user, thereby encouraging the user to speak more.
Verbal and non-verbal backchannels are generated
at the end of clauses. Fillers signify the system’s
intention to speak and avoid awkward pauses be-
tween turns, which may happen due to latency in-
troduced by utterance and action generation. A
filler utterance is generated when the user’s end-of-
turn is detected and and the system’s next utterance
does not begin immediately after.

3.4 Action Generation Module
While text-to-speech (TTS) has been extensively
studied, body and facial motion generation have re-
ceived comparatively less attention. Although early
linguistic-inspired rule-based gesture generation
approaches were proposed (Cassell et al., 2001),
few end-to-end models exist that use audio and text
input to generate body gesture data (Kucherenko
et al., 2020). However, the end-to-end models are
not fast enough for real time communication. Ad-
ditionally, while such models can create smooth
movements synchronized with speech rhythm, they
often struggle to generate semantic gestures that
are essential for making conversations engaging.

To achieve real-time generation of natural body
facial motions, we employed a database-driven ap-
proach. First, we constructed a database of ac-
tions performed by a motion actor, with each action
mapped to corresponding text descriptions. When
generating a motion, the input text is compared to
the texts in the database to calculate the cosine sim-
ilarity of embedded texts. The action most similar
to the input text is then selected. Speech is gener-
ated using a TTS model, and mouth movements are
generated based on vowel sounds estimated from
the synthesized speech.

The combined data for speech, body and facial
motions are then sent to a game engine for the agent
animation to be rendered. Specifically, we used
Sentence-BERT (Reimers and Gurevych, 2019) for
text embedding, Google Text-to-Speech for TTS,
and Unity for rendering the agent.

3.5 Assessment Module
We propose a speaking proficiency assessment
model that takes multimodal dialogue data obtained
during the conversation with the user, and simul-
taneously predicts proficiency levels across one
holistic criterion (overall) and five analytic crite-
ria: range, accuracy, fluency, phonology, and co-

herence. The model has multiple encoder mod-
ules to consider a wide range of multimodal fea-
tures theoretically important in language assess-
ment, such as vocabulary richness (Eguchi and
Kyle, 2020), grammatical accuracy (Murakami and
Ellis, 2022), fluency (Matsuura et al., 2022; Suzuki
et al., 2021), goodness of pronunciation (Saito and
Plonsky, 2019), and coherence of discourse (Qin,
2022). To capture these linguistic features, each
encoder module has a model as a feature extractor
that have been pre-trained in various natural lan-
guage processing tasks such as grammatical error
correction (Omelianchuk et al., 2020), coreference
resolution (Otmazgin et al., 2023), and pronunci-
ation scoring (Zhang et al., 2021). The inputs of
the model are the user’s audio and video, speech-
recognized text, and the system’s utterance text.
After various linguistic features are extracted from
these input data by the encoder modules, the out-
puts of each encoder module are blended by the
transformer encoder (Vaswani et al., 2017). Then,
the vector sequences, in which the influence of
the interaction of the various linguistic features is
embedded by the transformer encoder, are input
to each network specialized for proficiency assess-
ment of each CEFR category. The output layers
for each CEFR category with softmax as activation
function output the likelihood of each level. The
probabilities are converted to a continuous value
score x by the following equation: x =

∑6
c=1 c×pc

where pc represents the probability of level c (1:A1,
2:A2, .., 6:C2) in a category (

∑6
c=1 pc = 1). Af-

ter computing the discrete level boundaries of A1-
C2 so as to maximize Quadratic Weighted Kappa
(QWK) in the validation dataset based on x, a nor-
malized score x′ is fed back to the learner so that
the boundaries of each level are evenly spaced:
A1:[0, 1.0], A2:(1.0, 2.0], ..., C2:(5.0, 6.0].

The model was trained on 232 interview dia-
logues previously collected, and rated for the CEFR
score by trained raters. Figure 3 shows an example
of the assessment presented to the user. rationales
for the assessment are provided for each category
and proficiency, based on the CEFR.

4 Experiments

To evaluate the system in terms of its capability of
eliciting ratable speech samples, we conducted two
experiments. The first experiment was designed
to test the system’s adaptive speech sampling strat-
egy in system-led interview dialogues in terms of
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Figure 3: Example of assessment result, including the
six core competencies defined by CEFR and the overall
score, along with the rationale for these scores.

scoring accuracy as well as the frequency of target
phenomenon, that is, linguistic breakdown. The
second experiment was set up to gauge the qual-
ity of mixed-initiative interaction in roleplay tasks.
Given the multifaceted nature of interactional fea-
tures, the second experiment aims at holistically
evaluating the system using human experts’ ratings,
comparing the scoring reliability between human-
interlocutors and the current system.

4.1 Ethical Statement
All data collection for this study, including field
testing were reviewed and approved in advance
by the ethical review committee ("Ethics Review
Procedures concerning Research with Human Sub-
jects") of Waseda University. Prior to all experi-
ments, a consent form outlining the experimental
procedures and the use of data (specifically that
the recorded audio and video data would be used
exclusively for research purposes) was explained to
the participants. For high school participants, the
procedure was explained to both them and their par-
ents or guardians. Consent was obtained through
a detailed consent form, ensuring all parties were
fully informed before participation.

4.2 Interview Experiment
We recruited 152 university students with vary-
ing levels of oral proficiency to participate in an
interview session with our system. Among the
participants, 94 participants were female, and 58
were male, with an average age of 20. Each user
were given 4 topics, and the whole interview lasted
around 15 to 20 minutes. The recordings from
these interviews were assessed for CEFR levels by
the three trained raters, all of whom hold MA de-

True
Pred

A1 A2 B1 B2 C1 C2

A1 4 3 0 0 0 0
A2 0 25 6 0 0 0
B1 0 2 32 7 0 0
B2 0 0 3 49 1 0
C1 0 0 0 2 11 3
C2 0 0 0 0 0 4

Table 1: Confusion Matrix of automatic assessment
("Pred") and the gold standard by the trained human
raters ("True").

grees in TESOL or equivalent as well as more than
5 years of teaching experience, and completed a
rater training program conducted by researchers
in Applied Linguistics. The inter-rater reliabil-
ity for the CEFR assessment was measured using
QWK, which ranged from 0.800 to 0.835, indicat-
ing high consistency among raters. In instances
of disagreement between raters, the true label was
determined through discussion. We then compared
the final scores from the assessment module to the
human raters’ scores (gold standard). The QWK be-
tween our system and the gold standard was 0.929,
demonstrating very high reliability. The confusion
matrix, comparing the model’s predictions with hu-
man ratings, is shown in Table 1. As evident from
the confusion matrix, all model predictions were
within one level of the human scoring.

Next, recordings were evaluated for linguistic
breakdowns by the same raters. A breakdown was
defined as "failure to manage to maintain their
speech or respond to the question sufficiently,"
following the criteria established in (Isbell and
Winke, 2019). The occurrence of breakdowns ob-
served in a recording for each proficiency level was
observed as follows: A1 and A2 – 100%, B1 –
79.4%, B2 – 42.9%, C1 – 20.9%. C2 proficiency
level participants were excluded from this analysis
since, theoretically, they would not exhibit break-
downs. These results indicate that students with
higher proficiency experienced fewer breakdowns.
This trend is expected, as higher proficiency learn-
ers, particularly those at B2 or higher levels, may
employ a range of linguistic repertoires to strate-
gically navigate around breakdowns (Council of
Europe, 2020). However, such strategic behavior
can influence other aspects of utterances, includ-
ing lexical richness and circumlocution. Therefore,
the system’s adaptive sampling strategy should be
evaluated with these considerations in mind. Given
the consistency of ratings across levels, it is plau-
sible to argue that despite some room for improve-



391

ment especially for advanced learners, the current
adaptive sampling strategy can elicit ratable speech
samples from learners at various proficiency levels.

4.3 Roleplay Experiment
We recruited a total of 75 university students for
the roleplay data collection. Among the partic-
ipants, 54 were female, 20 were male, and one
participant did not answer, with an average age of
20. Each participant completed two roleplay ses-
sions with a one week interval: one with a human
examiner and one with our system. The order of
interlocutor conditions was counterbalanced across
participants. Five experienced English tutors were
randomly assigned to each student to complete
the roleplay in the human session. We adapted
a roleplay task used previously in the context of
second language assessment literature (Al-Gahtani
and Roever, 2018), shown in Appendix A.2. Upon
completion of the data collection, four experienced
tutors (recruited from the same pool of the exam-
iners) rated each session recording in terms of in-
teractional competence (IC) (Galaczi and Taylor,
2018). Since there was no established rating scale
for the assessment of IC, we developed our own
CEFR-inspired IC scale. Given our focus on mixed
initiatives in interaction, we decided to include two
relevant components of IC: Turn-management
and Topic-management. Turn-management is de-
fined as the ability to sustain a cooperative and col-
laborative conversation through appropriate turn-
taking, Topic-management pertains to developing
ideas collaboratively toward the intended interac-
tional outcome. The detailed descriptors are shown
on Table 7 and 6 in Appendix B.3.

Using a spiral rating design (Eckes, 2015), stu-
dents’ performances were evaluated by alternating
pairs of two raters, and each rater assessed only
one of the student’s videos to mitigate bias such
as halo effects. This resulted in a total of 528 raw
data points in a 6-level ordinal scale from A1 to C2
(i.e., 66 students × 2 interlocutor types × 2 raters
× 2 rating criteria). IC dimensions that could not
be observed in the video were marked as unratable.

To evaluate the extent to which our system
elicited speech samples that are informative for
IC assessment (i.e., ratability), we compared the
scoring reliability of IC ratings between the inter-
locutor conditions (human tutors vs. the system).
To systematically control for the effects of rater
severity and examinees’ proficiency levels, the re-
liability index was estimated through a series of

Many-Facet Rasch Modeling (MFRM; for details,
see Appendix B) (Eckes, 2015). Results revealed
the comparable level of reliability between the in-
terlocutor conditions of human tutors (0.767) and
our system (0.771). See Appendix B.1 for details.

The infit/outfit statistics based on the Rasch
model indicates that the AI-based roleplay followed
more closely with the assumption of the Rasch
measurement model (see Table 4 in Appendix B.2).
Taken together, these findings suggest that speech
samples elicited through our system are as ratable
as human interlocutors for IC assessment, and the
system yields psychometrically more consistent
data for assessing IC components related to mixed
initiatives than human tutors.

4.4 Discussion
The interview experiment demonstrated that the
InteLLA system can elicit ratable speech samples
for oral proficiency assessment, evidenced by high
inter-rater reliability both among human raters and
between human and our system. However, we also
found the low rate of linguistic breakdowns among
high-level participants. This could be attributed
to their problem-solving strategies. This suggests
that there should be some room for enhancing the
ratability of speech samples. Future work, for in-
stance, will need to engage with the accuracy of
real-time assessment mechanisms that can operate
effectively with fewer samples.

Conversely, the roleplay experiment showed that
our system can sufficiently elicit interactional com-
petence for human ratings, specifically turn man-
agement and topic management, on par with human
interlocutors. Future work includes extending the
assessment model with the capability to automati-
cally evaluate interactional competence.

5 Field Testing

We report on the system’s performance and stake-
holders’ satisfactions in the real-world scenarios
with university and high school students in Japan.

5.1 Field Testing with University Students
Over the past year (AY2023), the InteLLA system
has been deployed to provide assessments to over
10,000 Japanese university students. The system
served as a middle-stakes test, where the results
were used to determine the appropriate English
class level for each student. Tests were adminis-
tered remotely, with students using their personal
computers from home.
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To evaluate the system’s performance, we ran-
domly selected 300 recordings for detailed anal-
ysis. These recordings were scored according to
the CEFR level by three trained raters, with the
final score determined by majority vote in cases
of disagreement. The reliability of the automatic
assessment, when compared to human ratings, was
found to be 0.869, demonstrating a high level of
reliability. However, three out of 300 recordings
were deemed unratable, indicating they could not
be scored reliably due to technical problems. The
user’s audio input was too small for ASR to recog-
nize and for the dialogue management to keep the
conversation coherently. These issues should have
caused significant delays of the system responses
due to network problems and consequently inter-
fere with ratable speech elicitation. The results of
this field test demonstrate that our system can pro-
vide accurate oral proficiency assessments even in
uncontrolled, real-world scenarios.

5.2 Field Testing with High School Students
As another field study, a total of 97 students in
Chiba prefecture in Japan, all aged 16, participated
in eight English conversation sessions over a period
of one month. The first and last sessions served
as a pretest and posttest and were conducted using
using the interview scenarios. The other sessions
in between engage them with daily conversations
similar to the roleplay format in the second exper-
iment. After each session, students completed a
brief questionnaire assessing their learning motiva-
tion.

The pretest and posttest scores were compared
using a linear mixed-effects model to estimate the
group-level improvement, including the random-
effect variable of participants to controlling for in-
dividual variability in the pretest scores. The anal-
ysis revealed a significant increase of 0.30 points
(p < 0.001) out of 6.0. Among various patterns
of score changes, we found A2-level students at
the pretest significantly improved and reached B1-
levels at the time of the posttest. Students who ex-
hibited notable improvement in this category also
showed a positive trend in survey responses over
time. These responses included "Enjoyment of the
conversations", "Feeling of being able to express
themselves", "Comfort and relaxation while speak-
ing", "Desire to speak more in English." Notably,
we adopted intact classes for this field-testing study,
meaning that these improvements may not solely
be attributed to interactions with InteLLA but also

to the students’ regular English classes during the
period of the study. these findings may indicate the
potential of using our system as learning materials
for English speaking skills. However, this study
demonstrates the potential of using multimodal di-
alogue systems such as InteLLA for developing
English speaking skills and language learning mo-
tivation.

6 Conclusions and Future Directions

In this paper, we presented InteLLA, a multimodal
dialogue system designed for the assessment of
oral proficiency. InteLLA is designed to elicit rat-
able speech samples that display the user’s full
range of interactional skills. To enhance the rata-
bility of speech elicited, the system is required to
adaptively change the difficulty levels of questions
to collect learners’ linguistic breakdowns as the
evidence of their upper limit of proficiency. To
capture learners’ ability to maintain collaborative
conversations, the system is expected to enable
mixed initiative interaction where learners need
to engage with turn-taking management and topic
development. To evaluate InteLLA’s usefulness
in oral proficiency assessment, we conducted two
experiments using interview and roleplay conversa-
tions. The results from the interview conversations
demonstrated that our system consistently elicited
ratable samples especially for lower-level learners,
and automatically estimated scores based on those
samples exhibited a high agreement with experts’
ratings. In roleplay conversations, the ratability
of the speech samples elicited through InteLLA
were comparable to experienced English teachers
in terms of scoring reliability by human raters. The
current study takes an interdisciplinary approach
to integrating research on multimodal dialogue sys-
tems into real-world problems in language learn-
ing and testing. We demonstrated that InteLLA is
suitable for middle-stake assessments, effectively
scaling to accommodate a large number of users.
The scalability and accuracy position InteLLA as
a valuable tool for oral proficiency assessment in
varied contexts.

Although our system showed the potential for re-
liable standardised assessment of oral proficiency,
several challenges should be acknowledged to min-
imize possible negative consequences of its further
real-world implementations (Dai et al., 2024). In
the large-scale deployment of InteLLA, Quality of
Service (QoS) (Aurrecoechea et al., 1998) factors,
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such as latency derived from the inference model
and communication architecture, as well as the
resolution of InteLLA’s rendering engine, are criti-
cal from the perspectives of Quality of Experience
(QoE) (Möller and Raake, 2014) and cost. Future
work is expected to evaluate how the configura-
tion of the developed large-scale dialogue system
impacts user engagement (Kurata et al., 2024), con-
sidering a dialogue quality management system
that can efficiently facilitate system improvements.
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A Dialogue Samples

A.1 Interview Example
An example of an interview dialogue is shown
below. The first to third parts of the adjacency
pairs (Schegloff and Sacks, 1973) are referred to
as 1st, 2nd, and 3rd, respectively.

Warm-up phase : First, in the warm-up phase,
relatively simple conversations such as greetings
and small talk are conducted to ease tension and get
a general sense of the user’s level. In this example,
the proficiency assessment model estimates the user
to be at the A1 level, and then it moves on to the
level-check phase to confirm this estimation.

InteLLA: What is your favorite season? (1st -
topic initiation)

User: My favorite season is winter. (2nd)

InteLLA: Are there any activities you like to do
in winter? (1st - additional question)

User: Uh ... Ski and making snowman. (2nd)

InteLLA: That sounds like a lot of fun. (3rd -
acknowledgement) Could you tell me more
about it? (1st - continuation request)

User: I like skiing with family. I go every
year. (2nd)

Level Check : In this example, the level check
was deemed successful because fluency was main-
tained during the A1 level conversation. Next, the
process moves to the "probe" phase, where it is
tested whether the user can maintain fluency with
a slightly more difficult topic.

InteLLA: Alright. What did you eat for breakfast
this morning? (1st - topic initiation)

User: I ate uh... Sandwich it is chicken and
salad it is very delicious.(2nd)

InteLLA: Do you usually eat breakfast? (1st -
additional question)

User: Uh yes I always eat breakfast. (2nd)

InteLLA: Oh, that’s a healthy diet. (3rd -
acknowledgement)

User: Yeah. (3rd)

InteLLA: I see what time do you usually eat
breakfast. (1st - additional question;
A1 level)

User: Uh seven A.M. I wake up and I go to
kitchen and I eat breakfast. (2nd)

Probe Phase : In this example, a breakdown
in fluency occurred during the A2 level conversa-
tion, indicating that the user’s English conversation
ability is estimated to be at the A1 level. In ac-
tual dialogues, this probe and level-check routine
is repeated several times. Finally, the user’s level
is confirmed, and a closing dialogue is conducted
during the cool-down phase.

InteLLA: Have you ever been to a foreign country?
(1st - topic initiation)

User: Uh no. I never go to foreign country.
(2nd)

InteLLA: Ok. which country would you like to
visit in the future? (1st - additional
question)

User: I would like visit ... Singapore. (2nd)

InteLLA: Why is that? (1st - continuation
request)

User: Because I want visit ... I like go to
nice ... ah nice ... (2nd - breakdown
detected)

InteLLA: That’s ok. Let’s move on. (1st - topic
transition)

A.2 Roleplay Example
A conversation-analytic (CA) transcription of a
roleplay dialogue from the experiment is shown
in table 2 ("Lending a computer" scenario). Table
3 shows CA notations used in the transcript. In
this scenario, InteLLA plays a role of a university
friend of the user, asking to borrow a PC from them
because hers broke down while she was working
on the term paper. This roleplay scenario is an
adapted version from previous study on second lan-
guage learning and assessment (Al-Gahtani and
Roever, 2018). This roleplay attempts to assess the
following Can-Do statements for the user role:

• (Conversation; B2+) Can indicate reserva-
tions and reluctance, state conditions when
agreeing to requests or granting permission,
and ask for understanding of their own posi-
tion.

• (Conversation; B2) Can sustain relationships
with users of the target language without un-
intentionally amusing or irritating them or re-
quiring them to behave other than they would
with another proficient language user.
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The example roleplay card based on (Al-Gahtani
and Roever, 2018) is as follows.

Roleplay card:

Read the following instructions carefully.
You have 3 mins at maximum to prepare for
this role play.

Situation You are a student. It’s 11
pm. You’re working on a term paper that
is due tomorrow morning at 8 am. You are
planning to spend all night finishing the
paper. Now, you decided to take a quick
10-min break. You opened your phone and
noticed a text message from A. Friend A lives
two floors above you, but you have only known
for a month. So you wondered what happened
to A. The text message says that he/she wants
to borrow your PC because theirs broke down.
Because you have ONLY one computer (which
you are using for writing the paper), you
think it is inconvenient for you to lend it
to another person. Now, friends A rings your
doorbell and you are answering it.

Task

• Explain your situation and first try to
decline the request.

• Then negotiate for a solution that works
for both of you.

• You can lend it to them but make sure
that you secure enough time to finish
your term paper.

• Do NOT show irritation or annoyance to
the friend A.

B Many-Facet Rasch Modeling

Many-facet Rasch Modeling is a psychometric ap-
proach often used in performance assessment (i.e.,
type of assessment involving a set of raters eval-
uating performances of the test-takers on prede-
termined criteria for their skill mastery) (Eckes,
2015). In performance assessments such as the
roleplay in Experiment 2 (Section 4.3), multiple
factors can add "noises" to the raw score, including
but not limited to choice of raters, tasks used, and
interlocutors. Many-facet Rasch Model attempts
to account for the different sources of variation in
the raw score (i.e., facets) and to transform the raw
score into a latent logit score. In so doing, it simul-
taneously computes the harshness of rater and the
difficulty of interlocutors on the same logit scale.

The design of experiment 2 yielded the following
facets:

• Examinee Interactional Competence (66 per-
sons)

• Rater severity (4 raters)

• Criteria (Turn and Topic-management)

• Interlocutor difficulty (AI and 5 human tutors)

Following Eckes (Eckes, 2015), a full MFRM
can be expressed in the following formula:

ln

[
pnlijk

pnlijk−1

]
= θn − βl − ηv − αj − τk

where

• pnijk = probability of person n receiving a
rating of k on criteria l from rater j when the
interlocutor is v,

• pnijk−1 = probability of person n receiving a
rating of k − 1 on criteria l from rater j when
the interlocutor is v,

• θn = ability (= IC) of person n,

• βl = difficulty of criteria l,

• ηv = difficulty of interlocutor v,

• αj = severity of rater j,

• τk = difficulty of receiving a rating of k rela-
tive to k − 1.

This allows the estimation of locations of each
constituent from each facet on a latent logit scale.

B.1 Person separation reliability

After fitting a Rasch model, the reliability of rat-
ings can be calculated to indicate the consistency of
person’s ability estimate (i.e., location on the latent
logit scale) that is beyond the influence of other
facets. This is calculated by dividing the amount of
variation in Expected A Posteriori (EAP) estimates
of person’s abilities based on the Rasch model af-
ter considering other facets over the total amount
of variation in persons’ abilities. This reliability
estimate ranges from 0 to 1, a high score indicating
a high level of reliability. As presented in Sec-
tion 4.3, the person separation reliability was .767
for human-based roleplays and .771 for AI-based
roleplays. For more information about person sep-
aration reliability estimate see (Eckes, 2015; Bond
and Fox, 2013).
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Table 2: Conversation-analytic transcript of a roleplay dialogue ("Lending a computer" scenario)

Speaker CA transcription
InteLLA: Ok in this roleplay, I will start talking. Are you ready?
User: Yes I am.
InteLLA: Alright three two one.

(0.6)
InteLLA: Oh hi.

(0.5)
User: [Hi:

[Sorry to bother you.
(0.3)

User: ◦Hmm◦,=
InteLLA: =Did you look at my message?
User: .hh yes, I just opened it. I was actually working on my paper and

I didn’t have time tuh check [your message.
InteLLA: [Hmm.

(2.8)
InteLLA: I see. (0.6) I’m in a bit of bind. [My computer died and I need=
User: [Hmm,
InteLLA: =to finish my paper.

(0.5)
User: Mm-huh=
InteLLA: =Could I borrow your PC?

(0.8)
User: .Hhh I really wish I could. but it’s just that I’m still working

on my term paper, a:nd [it’s due] tomorrow mornin’ at eight. a::nd
InteLLA: [hmm, ]
User: .hh I was planning to spend all day:: finishing the pa- all night

sorry (.) finishing the paper a::nd .hh I’m not really sure if
I could lend it to you before that.
(4.0)

InteLLA: Oh (.) I understand. (0.5) Your paper is important too. (0.6)
Could I borrow it after you finish?
(1.1)

User: ◦U::m,◦ we:ll I wish I could if I could finish it by eight
[.hhh] >I could lend it to you bu’< how many hours do you=

InteLLA: [Hmm,]
User: =need (.) for that.

(2.5)
InteLLA: I think need about three hours.

(0.8)
User: [three hours. ◦right◦ ]
InteLLA: [Could I have it from eight] to eleven?

(0.8)
User: Oh from eight to eleven? Sure that’s after my (.) uh: term paper

is done so::=
InteLLA: =hmm=
User: =I:::m >hoping I could finish it by the deadline,< so: I will work

on it all night, a:nd >I’ll finish it by eight< so: (0.3) is that
fine? Is your- when’s your [paper due?

InteLLA: [Hmm,
(4.2)

InteLLA: My paper is due at 9 in the morning. (0.7) But I need some time to
finish it.
(0.7)

User: Hmmm right but you’re not >goin’ tuh be able to turn it in< by
(0.9) [the deadline, right?

InteLLA: [hmm,
(4.0)

InteLLA: I understand your concern.
(0.6)

InteLLA: Could I have it a bit earlier (.) maybe at 7?
(0.4)

User: Yeah, sure I could finish- try to finish it by seven and .hhh maybe
you could work on [that] fo::r two hours and then you could=

InteLLA: [Hmm,
User: =hopefully turn it in by the deadline?

(2.5)
InteLLA: Oh wow! (0.5) That would be great. (0.6) Thank you so much.

((Roleplay continues))
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Table 3: CA notations used in the example transcript

CA notation Description
Period (.) Falling intonation
Comma (,) Slightly rising intonation
Question (?) Rising intonation
(ss.mm) Silence in seconds
(.) A brief silence (shorter than 250ms)
Colon (:) Lengthening of previous sounds
Dash (-) A cut-off of speech
Equal sign (=) Latching (i.e., transition spaces

minimized between turns)
Opening bracket ([) Overlap onset
Closing bracket (]) Overlap offset (optional)
.hh Inhalation
Hhh Exhalation
Degree sign (◦) whispering; smaller voice
>WORD< words pronounced at a faster pace
<WORD> words pronounced at a slower pace

B.2 Infit/Outfit statistics

In the context of educational measurement, a good
assessment instrument should be able to "discrim-
inate" among persons with different ability levels.
One important assumption made by Rasch-family
models is that score distributions from a good mea-
surement instrument roughly follows a logistic re-
gression with a slope of 1 (de Ayala, 2022). With
such a strong assumption on the underlying pat-
terns of data, it is impossible to obtain a perfect fit
to the empirical data (Bond and Fox, 2013). Put
differently, it is possible to obtain statistics on how
well each constituent from each facet performs in
relation to this model assumption. Two fit statistics
(Infit and Outfit statistics) are commonly used to
assess the amount of deviations of persons, raters,
interlocutors, etc.

Outfit statistics is an unweighted average of
squared standardized residuals (de Ayala, 2022;
Bond and Fox, 2013). As such, it tends to empha-
size the unexpected scoring patterns that are located
far from the person’s (or rater’s) estimated scores.
On the other hand, Infit statistics is a weighted av-
erage, which underscores misfit that are close to
the persons’ (, raters’, or interlocutors’) location
estimates.

An ideal infit and outfit statistics is considered
to be close to 1 (Bond and Fox, 2013). Infit/outfit
statistics over 1.3 may indicate underfitting, sug-
gesting some erratic scoring patterns. Infit/outfit
statistics smaller than 0.7 may indicate overfitting

Table 4: Fit statistics for roleplay interlocutors.

Interlocutor Outfit Infit
AI 0.980 0.986
Tutor A 1.253 1.327
Tutor B 1.231 1.144
Tutor C 0.823 0.813
Tutor D 0.884 0.882
Tutor E 0.762 0.774

and too deterministic pattern of rating scores. As
shown in Table 4, our system showed a good fit to
the data according to both infit and outfit statistics.
Some variations in misfit patterns were observed
for individual human tutors. Two of them (A and
B) slightly underfit (although mostly acceptable
range) while the other three tutors tended to overfit
(which was less problematic in this context).

B.3 CEFR Descriptors
In this section, we introduce the descriptors we
adopted for the rating described in Section 4. Table
5 shows the descriptors of the overall oral interac-
tion defined by (Council of Europe, 2020).

Based on the definition of the interactional com-
petence by (Galaczi and Taylor, 2018) describing
"the ability to co-construct interaction in a purpose-
ful and meaningful way, taking into account socio-
cultural and pragmatic dimensions of the speech
situation and event, " Table 6 and 7 shows our ex-
tended descriptors of turn management and topic
management respectively.
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Table 5: Overall Oral Interaction: The ability to engage in spoken communication, managing and participating in
conversations with fluency and spontaneity, while effectively responding to and understanding various contexts.

Level Descriptor

C2 - Can take part effortlessly in any conversation or discussion and have a good familiarity with idiomatic expressions and
colloquialisms.

- Can express fluently and convey finer shades of meaning precisely. If a problem arises, can backtrack and restructure
around the difficulty so smoothly that other people are hardly aware of it.

C1 - Can express fluently and spontaneously without much obvious searching for expressions.
- Can use language flexibly and effectively for social and professional purposes.
- Can formulate ideas and opinions with precision and relate contributions skilfully to those of others.

B2 - Can interact with a degree of fluency and spontaneity that makes regular interaction with users of the target language quite
possible.

- Can take an active part in discussion in familiar contexts, accounting for and sustaining views.

B1 - Can deal with most situations likely to arise while travelling in an area where the language is spoken.
- Can enter unprepared into conversation on topics that are familiar, of personal interest or pertinent to everyday life (e.g.
family, hobbies, work, travel and current events).

A2 - Can communicate in simple and routine tasks requiring a simple and direct exchange of information on familiar topics and
activities.

- Can handle very short social exchanges, even though understanding enough to keep the conversation going oneself is
not usually possible.

A1 - Can interact in a simple way provided the other person is prepared to repeat or rephrase things at a slower rate
and help formulate what is being tried to express.

- Can ask and answer simple questions in areas of immediate need or on very familiar topics.

Table 6: Turn Management: The ability to keep the conversation cooperative and collaborative, in relation
to the expected balance of contributions to the interaction among participants by means of socioculturally and
pragmatically appropriate turn-taking.

Level Descriptor

C2 - Can interact with ease by (skillfuly) interweaving his/her contributions into the conversation.

C1 - Can initiate, respond appropriately, and balance conversations, linking contributions to those of other speakers.

B2 - Can initiate discourse appropriately, actively invite the partner, take their turn when appropriate, and end conversation
when they need to, though they may not always do this elegantly.

- Can gain time and keep the turn while formulating what they want to express (e.g. “That’s a difficult question to answer”).
- Can maintain and balance a natural and colloaborative flow to the interaction (no long pauses within/between turns, no
dominating interruptions).

- Can make prompt and relevant responds appropriately, linking contributions to those of other speakers.

B1 - Can start up a conversation and help keep it going by asking people relatively spontaneous questions about a special
experience or event, expressing reactions and opinions on familiar subjects.

- Can intervene in a discussion on a familiar topic, using a suitable phrase to get the floor.

A2 - Can ask and answer questions about habits and routines, pastimes and past activities, and plans and intentions.
- Can participate in short conversations in routine contexts on topics of interest.

A1 - Can ask and answer simple questions, initiate and respond to simple statements in areas of immediate need or on very
familiar topics, including the factual information of themselves and other people (e.g. their home country, family, school).

Table 7: Topic Management: The ability to develop ideas collaboratively, as opposed to extending their own
speech, in relation to the communicative purpose and outcome and the topic of the interaction

Level Descriptor

C2 - Can advise on or discuss sensitive issues without awkwardness, understanding colloquial references, dealing diplomatically
with disagreement and criticism.
- Can link contributions skilfully to those of others, widen the scope of the interaction and help steer it towards an outcome.

C1 - Can develop others’/own ideas and relate own contribution skillfully to that of others.

B2 - Can take the initiative to introduce and contribute relevant new ideas in a discussion, extending the partner’s thoughts and
working towards joint decisions.
Can effectively summarize the discussion at key stages, evaluate the main points within their area of expertise, and propose
the next steps to advance the interaction.
Can enhance the interaction by providing comments and asking questions that deepen collective understanding.

B1 - Can ask others to explain their ideas, give or seek personal views and opinions, and summarize the opinions or the points
reached in an interaction.
- Can help focus the argument and keep the development of ideas on course.

A2 - Can exchange what to do in the evening or at the weekend / what to do, where to go and make arrangements to meet.

A1 - Can exchange likes and dislikes for sports, foods, etc., using a limited repertoire of expressions, when addressed clearly,
slowly and directly.
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