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Abstract

This paper investigates the enhancement of Di-
alogue Systems by integrating the creative ca-
pabilities of Large Language Models. While
traditional Dialogue Systems focus on under-
standing user input and selecting appropriate
system actions, Language Models excel at gen-
erating natural language text based on prompts.
Therefore, we propose to improve controllabil-
ity and coherence of interactions by guiding a
Language Model with control signals that en-
able explicit control over the system behaviour.
To address this, we tested and evaluated our
concept in 815 conversations with over 3600
dialogue exchanges on a dataset. Our experi-
ment examined the quality of generated system
responses using two strategies: An unguided
strategy where task data was provided to the
models, and a controlled strategy in which a
simulated Dialogue Controller provided appro-
priate system actions. The results show that the
average BLEU score and the classification of
dialogue acts improved in the controlled Natu-
ral Language Generation.

1 Introduction and Motivation

The purpose of task-oriented dialogue systems is to
assist users in accomplishing specific tasks through
natural language interactions. For this, they are
required to understand the user input, process all
necessary information, and to provide relevant re-
sponses or actions to help achieve the user’s goals.
While traditional pipeline architectures provide ex-
plicit modelling of a dialogue control signal to con-
trol the dialogue flow, recent transformer-based
Large Language Models (LLMs) model this im-
plicitly within the neural net.

The goals of this paper are to observe what in-
fluence explicit dialogue control has on Natural
Language Generation (NLG) using an LLM and to
assess the quality of generated sequences. By intro-
ducing a Dialogue Controller, we aim to gain con-
trol over the system’s behaviour and its responses.

Figure 1: Depiction of the dialogue control architecture.

The pipeline architecture of dialogue systems
includes components for natural language under-
standing, dialogue management, and response gen-
eration (Jokinen and McTear, 2009). Where earlier
systems depended on rigid templates or computa-
tionally intensive recurrent neural networks for text
generation, advances on LLMs have significantly
increased the perceived naturalness of system re-
sponses. Although the generated content of LLMs
typically convince users through grammar and elo-
quence, their underlying design cannot guarantee
factual correctness or relevance. To overcome these
limitations, current research focuses on a diverse
set of methods. One prominent option is n-shot
learning (Brown et al., 2020; Reynolds and Mc-
Donell, 2021; Ramirez et al., 2023) of pre-trained
models, which aims to adapt a model to specific
tasks and improve its performance. Other ways to
reduce hallucinations of LLMs are retrieval aug-
mented generation (Chen et al., 2024; Walker et al.,
2023), user controlled text generation (Keskar et al.,
2019; Dathathri et al., 2019), or conditioning on
semantic examples (Gupta et al., 2020). Addition-
ally, research attempts to reduce bias in training
data or learned models to avoid inappropriate out-
comes (Liang et al., 2021; Sahoo et al., 2024). As
human feedback is the most valuable method for
evaluation, it is incorporated as metrics for ma-
chine learning techniques like reinforcement learn-
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ing (Stiennon et al., 2020; Ouyang et al., 2022) or
relying on human judges (See et al., 2019). How-
ever, these approaches do not seem to be sufficient
to resolve factors such as bias, misinformation and
privacy concerns. Suitable training data is rare, and
fine-tuned models strongly adapt to a single task
and cannot be generalised. Apart from that, spe-
cial prompting techniques are tied to the respective
LLM. Moreover, all of these approaches do not ad-
dress the lack of control of LLMs over the system’s
dialogue behaviour.

Instead, we propose to include control mech-
anisms similar to conventional dialogue manage-
ment for creating input prompts of an out-of-the-
box LLM. Our aim is not only to control the sys-
tem behaviour—which is essential for many use-
cases—, but also to enhance the reliability of text
generation, while being independent of the used
language model. Therefore, we analyse in this pa-
per if and how effectively LLMs can be controlled
by providing an additional system action from an
LLM-external dialogue controller. As to the knowl-
edge of the authors, there exists no publication so
far that proves this hypothesis.

The remainder of the paper is as follows: We
outline the core idea of our dialogue control ar-
chitecture in the next section. Section 3 describes
the experimental design including details of the
prompts and the baseline approach without an ad-
ditional control signal followed by the evaluation
results and a discussion.

2 Dialogue Control Architecture

For obtaining control over the generated content
of LLMs in task-oriented dialogue scenarios, we
propose to use a Dialogue Controller which is able
to combine user input and task data into a system
action (see Fig. 1). This approach introduces an
additional layer between user and model, which is
not existing in contemporary works. It is inspired
by the conventional pipeline architecture, in which
a dialogue management component is responsible
for controlling the dialogue interaction between a
user and a computer application. However, since
the verbalisation capabilities of LLMs allow them
to generate natural text language even from abstract
prompts, we expect our approach to require a less
fine-granular task modelling. The system actions
are supposed to give precise instructions and serve
as control signals, mitigating undesired or incorrect
system responses. We consider our method explic-

Figure 2: Architecture of the unguided strategy.

itly not in the field of prompt engineering, since it
functions independently of the used LLM.

3 Experimental Design

We tested our proposed system in experiments
on the MultiWOZ corpus (Budzianowski et al.,
2018). MultiWOZ is a large-scale dataset for task-
oriented dialogue systems, consisting of the do-
mains: “restaurant”, “train”, “attraction”, “hotel”,
“hospital”, and “police”. Conversations last an av-
erage of 14 dialogue turns where the initiative con-
stantly switches between a user and a human op-
erator. Moreover, the records contain information
such as dialogue acts and task-relevant data. Di-
alogue acts are representations of which actions
speakers perform during a conversation. From the
system’s perspective, they indicate which system
action has been selected and what response should
be generated.

For our experiment, we simulated a Dialogue
Controller by using the dialogue acts from the
dataset as control signals. The dialogue acts further
contain task information from the data base that is
relevant for this dialogue act only. To cater for the
focus on natural language of LLMs, these dialogue
acts are verbalised by making use of templates and
then merged with the user input. Furthermore, fol-
lowing Liu et al. (2021), we additionally include
the dialogue history to comprise the controlled
strategy.

As a baseline, an unguided strategy is proposed
in which the LLM is prompted with a combination
of user input and task data from the database, vi-
sualised in Fig. 2. The unguided strategy aims to
replicate the behaviour of contemporary systems
without external control signals where an LLM per-
forms both the text generation and the decision
over the next system action internally solely based
a user prompt and the dialogue history having all
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Reference Text Unguided Strategy Controlled Strategy

Yes, Parkside is the address.
Yes, Parkside is the address of the po-
lice station. Is there anything else you
would like to know or need assistance
with?

I apologize for not providing the com-
plete address earlier. The full address
of Parkside Police Station is Parkside,
Cambridge CB11JG. Let me know if
you need any more assistance.

The address of the Parkside Police Sta-
tion is indeed "Parkside, Cambridge".
Would you like to report the robbery
now or need further assistance?

I apologize for the mistake earlier. Af-
ter verifying, I found that the address of
the police station is actually Parkside,
Prospect Row, Cambridge CB11JG.
The phone number remains the same,
01223358966. Would you like me to
assist you with anything else?

I am sorry but I wasn’t able to book
that for you for Tuesday. Is there
another day you would like to stay or
perhaps a shorter stay?

Great! I have successfully booked a
room for 6 people for 3 nights starting
on Tuesday at the "Worth House" hotel,
which has a cheap price range and park-
ing included. Enjoy your stay!

I’m sorry, but it looks like there are no
available bookings for a stay starting on
Tuesday with your specified criteria. To
better assist you, could you please pro-
vide me with more information about
your preferred stay dates and the spe-
cific day you would like to check in?

I’ve booked a room at the Express by
Holiday Inn Cambridge (id: 16) which
fits your requirements. It’s in the East
area, has parking available, and is classi-
fied as a hotel with a cheap price range.
The total cost for 6 people for 3 nights
starting on Tuesday would be ¬£270
(¬£90 per night). Would you like me to
confirm the booking?

I apologize, but I couldn’t find any hotel
that meets your requirements for 6 peo-
ple, 3 nights starting on Tuesday. Can
you please provide more flexibility with
your travel dates? What day were you
thinking of checking in, and how many
nights would you like to stay?

Royal Spice is located in the north area
and the postcode is cb41eh.

The postcode for Royal Spice is
CB41EH and it is located on Victoria
Avenue Chesterton, in the north of Cam-
bridge.

The Royal Spice restaurant is located in
the northern part of Cambridge with the
postcode CB4.

.., ", -, a is in„ the.. "„,:// at.. and: „
to ".,.,:// of, a is or, is, this of the), at
i the " an the, for a as, in, or to to",
(response not appropriate - gibberish)

Ah, I think I have found another Royal
Spice for you! There is also a Royal
Spice located in the north area of Cam-
bridge, specifically at CB41EH. Would
you like more information about this
one as well?

Table 1: Examples of the generated sequences with Dialogue IDs SNG0129, SNG01856, and SNG01179 of
MultiWOZ. The text colour refers to the used LLM (GPT3.5, LLama3).

relevant task information available from an external
knowledge base.

This leads to the following two prompt configu-
rations that are used as input to the LLM:

Controlled Strategy: “Consider the following dia-
logue between a user and a system:
user input + dialogue history + verbalised dia-
logue act including relevant task data ”
Example: Consider the following dialogue between
a user and a system:
User: Can you help me find a restaurant?
System: Are you looking for a particular style of
food?
User: I’m actually looking for a particular restau-
rant recommended to me by the name of royal spice.
System: Yes, the Royal Spice is located on Victo-

ria Avenue Chesterton and on the northern part of
Cambridge.
User: May I ask what type of food does Royal Spice
serve?
System: Sure! It is Indian food.
User: I’ll also need the postcode and area please.
Phrase the next system response where the system
wants to inform about a restaurant with the follow-
ing attributes: Name is Royal Spice and Area is
north.

Unguided Strategy: “Consider the following
dialogue between a user and a system:
user input + dialogue history + task data
including possible options ”
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Example: You have the following data in
json format about restaurant:
{Ontology not included due to excessive length,
contains attributes of all possible options}
Consider the following dialogue between a user
and a system:
User: Can you help me find a restaurant?
System: Are you looking for a particular style of
food?
User: I’m actually looking for a particular
restaurant recommended to me by the name of
royal spice.
System: Yes, the Royal Spice is located on Victoria
Avenue Chesterton and on the northern part of
Cambridge.
User: May I ask what type of food does Royal
Spice serve?
System: Sure! It is Indian food.
User: I’ll also need the postcode and area please.
Phrase the next system response.

After defining the inputs for the LLM, we exam-
ined the performance and the impact on the gen-
erated sequences. We have selected GPT3.5 and
a self-hosted Llama3 (70b parameters, 4-bit quan-
tisation) as models for our experiments. Table 1
shows examples of the generated output. In the
next section, we will describe how the evaluation
was carried out.

4 Evaluation

For evaluation, we are interested in how well the
generated responses from the LLM match the re-
sponses from the dataset. Usually, this type of
corpus-based evaluation is not very informative for
dialogue tasks as there are many different possible
and reasonable responses at any given moment in
a dialogue and a data set can only reflect a small
limited number of them. However, in our setup,
we operate under the assumption that a specific
behaviour is desired from the system and that the
control signal may be used to exhibit that behaviour.
Hence, we assume that the desired behaviour is ex-
actly the behaviour present in the dialogues of the
dataset.

To analyse how well the generated responses
match the desired behaviour reflected by the
dataset, the word-overlap metric BLUE and an
intent-based comparison are conducted which are
explained in the following.

Domains Strategy GPT3.5 Llama3

all
Unguided 45.3 10.6

Controlled 53.9 52.7

w/o restaurants
Unguided 45.4 24.1

Controlled 53.9 52.3

Table 2: Average BLEU scores for the different experi-
mental conditions.

4.1 BLEU metrics

In a first step, we analysed the similarity of gen-
erated sequences of the LLMs with references in
the MultiWOZ corpus. We opted for the BLEU
metrics (Papineni et al., 2002) to measure the n-
gram precision of a generated text to a reference
text. This was considered to allow an objective
assessment on how a Dialogue Controller affects
the output of LLMs and thus, how potential users
may perceive the system response. By including
the dialogue act into the prompt, the LLM was ex-
pected to generate responses closer to the original
text. Our results in Table 2 show that the aver-
age BLEU score per response improved from 45.2
(GPT3.5) / 10.6 (Llama3) in the unguided strategy,
to 53.9 (GPT3.5) / 52.7 (Llama3) in the controlled
condition. We observed little variations of scores
between the conversation domains, except for the
restaurant domain with the LLama3 model. Here,
the generated responses were entirely gibberish,
indicating that the model was not able to infer the
desired output without fine-tuning or other addi-
tional measures.

4.2 Dialogue Act Classification

In addition to measuring the BLEU score, we con-
ducted a classification task to check whether the
generated sequences of the LLMs correspond with
the annotated dialogue acts. Due to its versatil-
ity, we decided to fine-tune a BERT (Devlin et al.,
2019) model to this objective. As our aim is to as-
sess the impact of controlled NLG, we have opted
to classify each utterance into a single dialogue
act, even though utterances can be labeled with
multiple dialogue acts in the MultiWOZ corpus.
However, as related work like (Han et al., 2021)
addresses, the multi-class classification involves a
risk of having multiple incorrect annotations. In
terms of interpretability and since many tasks con-
sist of a primary dialogue act, we deem single-class
classification to be more suitable for our purpose.
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Accuracy Precision Recall UAR F1

0.75 0.72 0.75 0.46 0.71

Table 3: Overview of the BERT model validation met-
rics. UAR refers to the unweighted average recall.

Our experiment involved several phases: Train-
ing the BERT model on parts of the MultiWOZ
dataset, testing and optimising its classification per-
formance, and subsequently applying the best per-
forming model on the generated sequences.

For the training phase, we extracted pairs of ut-
terances and corresponding primary dialogue acts
from the corpus. As constraints, we considered
only single domain conversations and excluded
records of user acts. This resulted in a set of 8596
samples, which we decided to split into 90% train
and 10% test after initial trials. Due to the diverse
range of topics in MultiWOZ, the classification con-
sists of 28 classes which represent system dialogue
acts. We selected a BERT base uncased model from
the Hugging Face Transformers library1. The fine-
tuning was executed on an Nvidia A100. As shown
in Table 3, the validation of our model achieved an
accuracy of 75%.

Having identified the best performing model, we
were able to carry out the actual classification of
generated responses. Both prompt configuration
strategies were tested with GPT3.5 and Llama3.
The fine-tuned BERT model was instructed to clas-
sify 3630 generated system utterances into one of
the 28 classes. A baseline test with the subset of
corresponding annotated system utterances con-
firmed the classification accuracy. The results are
illustrated in Table 4.

In the experiments with GPT3.5, 58% of utter-
ance estimations were classified to the correct di-
alogue act in the controlled strategy, while the un-
guided strategy achieved 35%. The predictions
were less accurate for the responses of the Llama3
model where the controlled strategy resulted in
45% of utterances to correspond to their reference
classes, and 23% correctly classified responses
with the unguided prompt configuration. How-
ever, it is worth noting that the gap between the
two strategies remains roughly the same. Overall,
our experiments showed a significant improvement
in performance and worked independently of the
LLM. The results are discussed in the next section.

1https://huggingface.co/docs/transformers

Estimations Strategy GPT3.5 Llama3

Correct
Unguided 1283 (0.35) 842 (0.23)

Controlled 2099 (0.58) 1634 (0.45)

Incorrect
Unguided 2347 2788

Controlled 1531 1996

Table 4: Results of the Dialogue Act Classification on
3630 reference samples. We consider an estimation to
be correct if the reference Dialogue Act is met.

5 Discussion and Conclusion

This paper presented experiments on improving
control over the generated content of LLMs in task-
oriented dialogue scenarios. For this, we intro-
duced a Dialogue Controller that guides the genera-
tion by explicit control signals. Two prompt config-
uration strategies were implemented for our tests,
simulating different architectures of Dialogue Sys-
tems. The generated texts were evaluated by their
word-overlap to a reference and in a classification
task. The results show that explicit control through
inserting dialogue acts to prompts improved the cor-
respondence independently of the language model.
The effectiveness of our approach is confirmed by
higher BLEU scores and a higher classification ac-
curacy. There are several reasons why the accuracy
of our model is rather low: First, the BERT model
has only seen data from the MultiWOZ corpus dur-
ing fine-tuning, secondly, the classification into
one class harbours the risk of being ambiguous for
more complex sequences. However, a classifica-
tion into multi-classes would have had the same
problem of insufficient training data. Overall, the
experimental results support our hypothesis that
introducing an explicit dialogue control improves
the controllability of conversations.

We are aware that the capability of LLMs to gen-
erate creative responses poses a disadvantage in
terms of the BLEU metrics, since n-gram precision
is insensitive to context and paraphrasing. For fu-
ture work, we plan to have human annotators rating
the correspondence and quality of responses. Since
these assessments are influenced by personal pref-
erences and characteristics, this includes the need
to consider an adaptive behaviour of the Dialogue
System. Finally, the assumption can be made that
real users would benefit from the explicit control
component. Since current Dialogue Systems do
not provide this feature, development needs to be
investigated further.

https://huggingface.co/docs/transformers
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