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Abstract
The demand for mental health services has
risen substantially in recent years, leading to
challenges in meeting patient needs promptly.
Virtual agents capable of emulating motiva-
tional interviews (MI) have emerged as a po-
tential solution to address this issue, offering
immediate support that is especially beneficial
for therapy modalities requiring multiple ses-
sions. However, developing effective patient
simulation methods for training MI dialog sys-
tems poses challenges, particularly in generat-
ing syntactically and contextually correct, and
diversified dialog acts while respecting existing
patterns and trends in therapy data. This paper
investigates data-driven approaches to simulate
patients for training MI dialog systems. We pro-
pose a novel method that leverages time series
models to generate diverse and contextually ap-
propriate patient dialog acts, which are then
transformed into utterances by a conditioned
large language model. Additionally, we intro-
duce evaluation measures tailored to assess the
quality and coherence of simulated patient dia-
log. Our findings highlight the effectiveness of
dialog act-conditioned approaches in improv-
ing patient simulation for MI, offering insights
for developing virtual agents to support mental
health therapy.

1 Introduction

The demand for mental health services has surged
in recent years, resulting in a significant gap be-
tween demand and available resources (Cameron
et al., 2017). Consequently, patients often face
prolonged wait times before accessing therapy
(Cameron et al., 2017; Denecke et al., 2020). To
mitigate this challenge, virtual agents capable
of emulating Motivational Interviews (MI) have
emerged as a potential solution, offering immediate
support, especially in therapy modalities requiring
multiple sessions (Fiske et al., 2019). These agents
are not meant to replace therapists but rather sup-
plement therapy. Designing such agents can follow

either a rule-based or data-driven approach. Rule-
based systems entail complex development and
the creation of intricate rule sets. Conversely, data-
driven methods leverage large datasets to train mod-
els, potentially yielding optimal performance but
requiring substantial data. Given the difficulty in
obtaining therapy data, patient simulation emerges
as a viable alternative for generating large quanti-
ties of synthetic data, traditionally generated at the
dialog act level. However, patient simulation relies
on a high-quality simulation capable of generat-
ing dialog acts that differ enough from the existing
dataset to create novel data and be contextually and
syntactically correct. Such a simulation should also
explore all the possible dialog acts and produce di-
versified ones. However, the new data should also
respect the structure of a real dialog. The objec-
tive is not merely to copy the observed behaviors
in the dataset but to generate new ones with the
following properties: be diversified, syntactically
correct, and coherent in the context of the dialog.
Evaluating such a simulation poses challenges be-
cause traditional accuracy metrics for supervised
models may not suffice, as they measure only how
accurately the original data is reproduced. Indeed,
a generated dialog act may be different from the
ones observed in the data but still be syntactically
and contextually correct. This is particularly true in
open dialog settings, such as MI, where the user’s
goal is unclear, unlike in task-based scenarios like
booking systems. This paper investigates modeling
methods to generate such patient dialog acts and
explores evaluation methods for open-ended dialog
user simulations.

Our contributions include:

• Development of a dialog manager for simulat-
ing motivational interviewing patients.

• Proposal of evaluation measures for open-
ended dialog user simulation.
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2 Background and Related Works

Motivationnal Interviewing (MI) is a collaborative
communication style employed by therapists and
educators to foster change. The goal of MI is to
drive the patient towards wanting to change one of
their unhealthy behaviors without giving them any
solutions (Miller and Rollnick, 2012). The patient
realizes what and how to change through a series
of dialog strategies characteristic of MI, such as re-
flection, where the therapist reformulates what the
patient just said to help them take a new perspec-
tive. In MI, therapists also create relationships with
patients through social behaviors such as empathic
reactions (Jani et al., 2012).

Virtual agents in healthcare is a developing area
of research due to their proven effectiveness and
acceptance as support tools (Mercado et al., 2023;
Bickmore et al., 2009, 2018). Recently, MI con-
versational agents have been created in the form
of chatbots (Fitzpatrick et al., 2017) and embod-
ied conversational agents (Bickmore et al., 2018).
These agents have shown promise in providing so-
cial support alongside therapy (Ring et al., 2016).
Some studies have also investigated adding em-
pathetic behavior (Lisetti et al., 2013) and humor
(Olafsson et al., 2020a) to these agents.

Adaptability in such agents is important, as each
patient requires a tailored approach (Galland et al.,
2024a). One way of managing dialogs is by using
a rule-based dialog manager, which necessitates
expert knowledge and a complicated set of rules
(Pecune et al., 2020). On the contrary, a data-driven
dialog manager learns from data to anticipate the
best therapist dialog acts based on context (Olafs-
son et al., 2020b). However, this approach requires
a significant amount of data that is difficult to ob-
tain due to the private nature of therapy.

Simulating users has emerged as a viable ap-
proach to generate simulated data for training con-
versational systems (Schatzmann et al., 2006). Tra-
ditionally, users are simulated through a dialog
manager utilizing statistical inference (Schatzmann
et al., 2007), inverse reinforcement learning (Chan-
dramohan et al., 2011), or transformers (Lin et al.,
2021, 2022) to select the next dialog act, enabling
controllability and integration of expert or task-
specific knowledge. Recently, social aspects have
been incorporated into such user simulations, fea-
turing different user types (Pecune et al., 2020)
and engagement simulations (Galland et al., 2022).
However, these techniques mainly focus on limited

task domains and rely on template-based utterance
generation. This approach is impractical for open
application domains such as MI, where patients’
responses can vary. The emergence of Large Lan-
guage Models (LLMs) has led to a new approach
to simulated patients that addresses this challenge.
This method uses LLMs as black boxes for user
simulation, with the model generating the next pa-
tient utterance based on the dialog context (Chiu
et al., 2024). However, this technique lacks control-
lability and may significantly diverge from actual
data without being coherent. We propose a hybrid
approach that utilizes conditioned LLMs to over-
come these issues.

Evaluating simulated users poses challenges as
simulated users are intended to create novel data
with our desired properties (i.e., syntactically cor-
rect, coherent in the dialog context, and diversi-
fied). Existing works mainly evaluate their simu-
lated users using accuracy metrics such as the F1
score (Lin et al., 2022; Schatzmann et al., 2007)
that measures only the similarity with ground truth
leaving aside novelty. Another commonly used
evaluation method involves computing the task suc-
cess rate of systems trained with simulated users
(Lin et al., 2022, 2021). While this method works
well for task-based dialog, it is more complicated
to apply to open-domain dialogs such as MI where
social acts matter also. Another evaluation method
is to compare the distribution of the characteristics
of generated dialogs with those of the ground truth,
such as dialog length (Chandramohan et al., 2011)
or dialog act distribution (Galland et al., 2022).
However, these metrics do not capture the quality
of the generated data. Therefore, we propose met-
rics measuring how well user simulators fit the data
and their capabilities to generate novel, syntacti-
cally and contextually correct data. To this aim, we
adapt the serendipity measure to the dialog system
domain.

In the subsequent sections, we provide the con-
text of our study (Section 3), introduce our pro-
posed method (Section 4), present our proposed
measures (Section 5), and evaluate objectively and
subjectively the method (Section 6.2).

3 Context

Motivational Interviewing (MI) is a therapeutic ap-
proach that prioritizes collaboration and fosters
behavioral change. Within MI sessions, therapists
employ various strategies to facilitate patients’ ex-
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pression of motivation for change (Miller and Roll-
nick, 2012). Consequently, the study of MI focuses
on the language of change. The language of change
is defined in the motivational interviewing skill
code (MISC) (Miller et al., 2003) that classifies pa-
tient behaviors into three categories: Change Talk
(CT): reflecting actions toward behavior change,
Sustain Talk (ST): reflecting actions away from
behavior change, Follow/Neutral (F/N): unrelated
to the target behavior. This classification of the
client’s multimodal behavior is interesting as it pre-
dicts the therapy outcome. Indeed, ST is associated
with poorer treatment results (Magill et al., 2014).
Furthermore, CT is linked to risk behavior reduc-
tion during follow-up assessments (Magill et al.,
2018). These results make MISC a promising tool
for studying the efficacy of MI.

3.1 Dataset

This paper relies on the HOPE dataset (Malhotra
et al., 2022), a corpus of transcribed therapy ses-
sions. HOPE is composed of ∼12.9K utterances
departed into 212 sessions. The sessions are pub-
licly available videos collected from the web. The
transcripts were produced automatically and then
corrected by the authors (Malhotra et al., 2022).
The data is separated into a train (85%), validation
(5%), and test set (10%).

3.1.1 Dialog acts
Each utterance is classified into a dialog act to label
the corpus in terms of dialog acts using a schema
and classifier presented in (Galland et al., 2024a)
and derived from (Malhotra et al., 2022). Patient’s
utterances are classified into nine different dialog
acts presented in Table 1, and therapist’s utterances
are separated into 13 different dialog acts presented
in Table 2. There are 22 dialog acts in total; some
of these dialog acts are oriented towards change
("Changing unhealthy behavior", "Sharing posi-
tive feeling or emotions") while others are oriented
towards sustain ("Sustaining unhealthy behavior",
"Sharing negative feeling or emotions"). The clas-
sifier is based on a few-shot prompting of Mistral
7B instruct, an open-source LLM, and yields an F1
score of 0.69 for the client and 0.7 for the therapist,
which is equivalent to state-of-the-art results for
such task (Malhotra et al., 2022).

3.2 Patient types

Patients in MI may manifest diverse reactions con-
cerning their readiness to alter behaviors. Pa-

Definition
Changing
unhealthy behavior

The patient explicitly expresses their willingness to change

Sustaining
unhealthy behavior

The patient explicitly expresses their unwillingness to change

Sharing negative
feeling or emotion

The patient shares a negative feeling or vision of the world

Sharing positive
feeling or emotion

The patient shares a positive feeling or vision of the world

Realization or
Understanding

The patient realizes or understand something about their problem

Share personal
information

The patient shares factual personal information about their situation
or background

Greeting or Closing The patient opens or closes the conversation
Backchannel The patient acknowledges that they heard the last therapist’s statement
Asking for medical
information

The patient asks for medical information

Table 1: List and definitions of patient’s dialog acts
(Malhotra et al., 2022; Galland et al., 2024a)

Definition
Task oriented Dialog acts

Ask for consent
or validation

The therapist checks that their last statement was correct or
that the patient consented to move forward

Medical
Education
and Guidance

The therapist provides the patient with medical or therapeutic facts

Planning with
the patient

The therapist builds a plan with the patient to modify
their unhealthy behavior/thoughts

Give Solution The therapist provides the patient with solutions to solve their problem
Ask about
current
emotions

The therapist asks the patient what they are feeling during the therapy session

Invite to shift
outlook

The therapist asks the patient to imagine their reaction to a future event or
to change their perspectives on a past even

Ask for
Information

The therapist asks the patient factual information
about their background or situation

Reflection The therapist summarizes or reformulates the patient statement without judgment
Socially oriented Dialog acts

Empathic
reaction

The therapist expresses empathy to the patient

Acknowledge
progress and
encourage

The therapist praises the patient for their achievements or encourages them

Backchannel The therapist acknowledges that they heard the last patient’s statement
Greeting or
Closing

The therapist open or closes the conversation

Experience
Normalization
and Reassurance

The therapist normalizes the patient experience and reassure them

Table 2: List and definitions of therapist’s dialog acts
(Malhotra et al., 2022; Galland et al., 2024a)

tients engaged in MI sessions may be classified
into distinct types, as outlined in (Galland et al.,
2024a), categorized as Open-to-Change, Receptive,
or Resistant-to-Change:

• Open-to-Change: These patients are more
willing to alter unhealthy behaviors.

• Resistant-to-Change: Patients in this cate-
gory are inclined to maintain unhealthy behav-
iors.

• Receptive: Characterized by initially display-
ing low motivation to change, receptive pa-
tients transition towards a high motivation to
change their unhealthy behaviors towards the
end of the conversation.

These typologies capture variances in both patient
and therapist behavior (Galland et al., 2024a). Con-
sequently, the ability to simulate these three distinct
patient types would be advantageous for training
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Figure 1: Local (therapist DA to patient DA) patterns in
the HOPE dataset.
A pattern is a sequence of dialog acts that appear at least
twice in the dataset. The width of the lines is propor-
tional to the number of occurrences of the patterns in
the dataset.

our virtual therapist’s dialog model in subsequent
stages.

Patients tend to gravitate towards or away from
change during a dialog, influenced by their types.
This sets a broad (or seasonal) trend in the evo-
lution of dialog acts, with an average increase or
decrease in change-oriented and sustain-oriented
dialog acts, representing the user’s inherent goal.
Concurrently, we observe specific local patterns
in dialog acts, where certain therapist utterances
are often followed by particular patient responses
(see Figure 1). For instance, an empathic reaction
from the therapist often leads to sharing personal
information or the patient’s negative feelings. Con-
sequently, our dialog manager must be capable of
capturing both the global trends in dialog acts and
these localized patterns.

3.3 Patient simulation

We aim to develop a patient simulation capable
of generating natural and coherent actions akin
to an actual patient’s without exactly copying the
corpus, thus creating novel data. To this intent,
we propose to simulate the patient by combining a
dialog manager that selects the next dialog act and
a conditioned LLM that generates the associated
utterance. This paper focuses on the development
and evaluation of the dialog manager (see Fig.2).

The conditioned utterances are generated

Figure 2: Patient simulation approach

through Mistral 7B instruct, an open-source large
language model that can be run offline. Using a few
shot-learning techniques, the model is prompted to
act as a patient in an MI simulation and to perform
a given dialog act. The definition of the dialog
act, as well as some examples, are provided in
the prompt. The associated prompt is available in
Appendix A.1, and the related code is available
on Github1. Examples of generated utterances are
visible in Appendix A.2. This generation method
was validated in (Galland et al., 2024b). The gen-
erated utterances are correctly classified into the
instructed dialog acts. Moreover, utterances gener-
ated with the ground truth dialog act condition are
perceived as more coherent and natural than those
generated by an unconditioned LLM (presented
in Section 6.1), motivating the development of a
dialog manager that produces appropriate dialog
acts to condition the LLM. In the following of this
paper, we focus on presenting our dialog manager
and its evaluation.

4 Dialog Manager

In this section, we discuss the architecture of our di-
alog manager that selects the next dialog act given
the context (see Fig. 2).

4.1 DA2Vec

We introduce DA2Vec, leveraging a Word2Vec ap-
proach (Mikolov et al., 2013), to represent dialog
acts. Each dialog act is encoded as a vector within
a latent space, facilitating proximity for dialog acts
frequently occurring together in conversations. Our
model employs a window size of 3 and an embed-
ding dimension of 8.

4.2 Global Model Architecture

The global model architecture, depicted in Figure
3, operates on three types of input: the last three
speaking turns in transcript (Text) form, the 20
most recent speaking turns in dialog act (DA) form
and the type of user to simulate (akin to its goal).

1https://github.com/l-Galland/Patient_simulation

https://github.com/l-Galland/Patient_simulation
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Figure 3: Dialog manager architecture

Textual data undergoes embedding using the Nomic
embedding’s text model version 1.5 (Nussbaum
et al., 2024). The DA context is embedded through
DA2Vec and further processed using Autoformer
(Wu et al., 2021), a transformer-based architecture
adapted for time series forecasting tasks. Auto-
former aims to disentangle seasonal trends from lo-
cal patterns, aligning with our context where global
trends and local dialog patterns influence patient
outcomes (see Section 3.2). Autoformer also takes
the type of patient to simulate as a static categorical
variable as input.2 The produced embedding is pro-
cessed by linear layers, contained, and classified by
two linear layers interposed with a Gelu activation
function and dropout layer. We train the model for
150 epochs with a learning rate of 1e-4, utilizing an
Adam optimizer and a OneCycleLR scheduler. We
use the sum of the cross entropy loss as a loss func-
tion for the final classification and reconstruction
loss in the Autoformer’s output.

5 Definition of Evaluation Metrics

Assessing the performance of simulated users
presents a challenge, as the objective is to gen-
erate behavior that aligns with real patient behavior
while also introducing novel interactions. The aim
is not to precisely replicate patient behavior but to
produce novel data. Consequently, a comprehen-
sive analysis should involve multiple measures to
evaluate the effectiveness of simulated users. These
problems are similar to those encountered in rec-

2https://github.com/l-Galland/
UnexpectedRelevantUserSimulation

ommender systems evaluation, where the goal is
to recommend diverse, novel, and relevant items to
a particular user. Metrics such as diversity, unex-
pectedness, relevance, or serendipity are commonly
used to address these challenges (Kaminskas and
Bridge, 2016). Here, we propose translating these
measures to the realm of user simulation.

5.1 Accuracy

Accuracy serves as a conventional metric for ap-
praising simulated users. High accuracy suggests
that the generated behaviors closely resemble real
users, demonstrating consistency across a substan-
tial portion of the dataset. We use the macro F1
score to account for unbalanced classes in our
dataset.

5.2 Diversity

In addition to accuracy, the behaviors generated
by simulated users must exhibit diversity, ensuring
that trained models encounter a broad spectrum of
dialog acts. We propose employing the Simpson in-
dex (Simpson, 1949) to quantify diversity. This in-
dex assesses the likelihood that the model generates
the same dialog act given two randomly selected
contexts from the dataset, defined as λ =

∑Nda
i=1 p2i .

Here, NDA represents the number of distinct
dialog acts, and pi denotes the proportion of dialog
acts i. The Simpson index ranges from 1

NDA
to

1, with lower values indicating greater diversity in
generation.

5.3 Unexpectedness

The unexpectedness captures how far the gener-
ated dialog act is from the target dialog act, hence
how expected the generated data is. If the gen-
erated selected data is really different from the
target, then the unexpectedness is high. Unex-
pectedness is traditionally gauged by the Cosine
Similarity of a recommended item i with histor-
ical interactions H . Adapting this concept, we
compute the Cosine Similarity of the Da2Vec rep-
resentation (see Section 4.1) of the generated di-
alog act DAg and the expected target dialog act
DAt: Unexpectedness(DAg |DAt) = CosineSimilarity(
DA2Vec(DAg), DA2Vec(DAt))

5.4 Relevance

For recommender systems, the relevance of a pro-
posed item is binary and based on user interactions.
The relevance is 1 if the user interacts with the pro-
posed item and 0 otherwise. However, determining

https://github.com/l-Galland/UnexpectedRelevantUserSimulation
https://github.com/l-Galland/UnexpectedRelevantUserSimulation
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the relevance of a dialog act is more nuanced. It
isn’t easy to assess a dialog act’s relevance without
the associated utterance. Moreover, the patient sim-
ulation output is an utterance generated from the
dialog act (see Figure 2). Therefore, the generated
utterance should be relevant, i.e., fit well with the
context and be syntactically correct. Each utter-
ance is rated in coherence and syntactic correctness
with a score between 0 and 1. Automatic measures
of syntactical correctness and coherence of utter-
ances have been shown not always to be correlated
with subjective measures(van der Lee et al., 2021).
Therefore, we present two ways to measure syntac-
tical correctness and coherence: automatically and
subjectively.

5.4.1 Automatic measures
We measure the coherence and syntactic correct-
ness of the generated dialog acts automatically us-
ing the framework Unieval (Zhong et al., 2022).
This framework was developed to uniformize the
evaluation of natural language generation. It eval-
uates generated utterances given a dialog context
into five dimensions: naturalness, coherence, en-
gaging, understandability, and groundedness. We
measure syntactic correctness through naturalness.
Naturalness and coherence are the two most impor-
tant dimensions for patient-simulated utterances.
Indeed, patients ought to be natural and coherent in
their discourse. However, they are not necessarily
engaging or understandable and do not have any
particular information to be grounded. We gen-
erate an utterance using the method presented in
Section 3.3 for each predicted dialog act in the test
set. Using the Unieval framework, we attribute a
naturalness and coherence score to each utterance.

5.4.2 Subjective measures
Another way to measure naturalness and coher-
ence is through subjective measures. We select
27 ground truth utterances, and their context (2
preceding turns of speech of the HOPE database),
which represent the different possible dialog acts
evenly. The utterances are transformed into audio
using the Bark TTS (Charles, 2024). We transform
the utterances into audio for subjective evaluation
as the contexts are transcribed from face-to-face
interactions, and such utterances are not consis-
tently evaluated by crowdsourced when prompted
as transcripts (Galland et al., 2024b). We recruited
30 participants per condition to evaluate 27 stim-
uli. 2 attention checks were performed at one-third

and two-thirds of the task. The participants with
English as a primary language and an approval
rate higher than 99% are recruited and rewarded
through the Prolific platform (Prolific, 2023). Sam-
ple audio is available on OSF3. To evaluate nat-
uralness, participants rate their perception of the
quality of the synthesized voice and of the wording
of the utterance on two items of the Godspeed scale
(Bartneck et al., 2009), from 1 (Fake) to 7 (Natural)
and from 1 (Machine-like) to 7 (Human-like). Co-
herence is evaluated by asking participants to rate
their agreement on a 7-step Likert scale with the
following statements derived from a questionnaire
proposed in (Fitrianie et al., 2020) to standardize
virtual agents’ evaluation: "The sentence fits har-
moniously into the surrounding context." and "The
sentence does not make sense." The participants
answered the questions through a website derived
from WebMushra (Schoeffler et al., 2018).

5.5 Serendipity

While accuracy and diversity are essential, the abil-
ity to generate novel behaviors that are both unex-
pected and relevant is equally crucial. In recom-
mendation systems, this concept is encapsulated by
the serendipity (Ge et al., 2010), defined as discov-
ering unforeseen yet relevant items. In our context,
serendipity pertains to generating dialog acts that
deviate from the corpus while remaining coherent
and natural patient behavior, particularly facilitat-
ing novel behavior for dialog model training.

We define the serendipity of a generated dialog
act DAg given context c and the associated target
dialog act DAt from the dataset as:

Serendipity(DAg |c,DAt) = Unexpectedness(DAg |DAt)

∗ (Naturalness(DAg |c) + Coherence(DAg |c))

2
(1)

Here, unexpectedness quantifies the distance of
the generated dialog act DAg relative to the ex-
pected target dialog act DAt, while naturalness
and coherence assess the appropriateness of the
utterance generated with DAg given context c.

6 Evaluation

6.1 Baseline

As a baseline for our evaluation, we employ a non-
conditioned Large Language Model (LLM) tasked
with responding as the patient. The LLM, Mistral

3https://osf.io/4mt7s/

https://osf.io/4mt7s/
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7B instruct, is prompted to act as a patient in an
MI session and to produce the next utterance given
the context. The associated prompt is visible in
the appendix and the related code on Github4. The
resulting utterances are then classified into dialog
acts using the classifier presented in (Galland et al.,
2024a) and Section 3.1.1.

6.2 Results
Measures values on the test set are visible in Table
3. We compute the average value of each metric
as well as the 95% confidence interval. The unex-
pectedness, naturalness, coherence, and serendip-
ity measures are averaged only on the utterances
where the predicted dialog act differs from the tar-
get dialog act to evaluate how natural, coherent,
and unexpected novel data is. We performed an
ablation study to study the impact of the dialog
act and text inputs with two models: one using
only text input and one using only DA and types as
inputs.

We found that the baseline model tends to be
more accurate than our model and its ablations.
However, the accuracy achieved by the Full Model
and the ablation OT, taking text as input, is compa-
rable to the baseline’s. The ablation ODA, taking
only dialog acts as input, is significantly less ac-
curate than the Full Model, the Baseline, and the
ablation OT, highlighting the importance of text in-
put for predicting the next dialog act. While adding
dialog acts in addition to text (Full model) seems
to improve accuracy, the results are not significant.
All of our models are significantly more diverse
and unexpected than the baseline. However, the
automatic measure of naturalness and coherence
does not indicate any differences between condi-
tions. The measure of naturalness and coherence
performed with Unieval is mainly impacted by the
context and not the targeted utterances. Therefore,
we compute subjective naturalness and coherence
as described in Section 5.4.2. We recompute the
measures on a subset of the test set used for sub-
jective measures, composed of 27 utterances (see
Table 4). The measures are computed for the LLM
Baseline, our model, and the text ablation. For ev-
ery condition, we have a set of identical utterances,
as the predicted dialog acts were the same. The
subjective naturalness and coherence ratings are
corrected to have the same average on the com-
mon utterances to account for differences between

4https://anonymous.4open.science/r/Patient_simulation-
3DE3/README.md

groups of participants. The models have no sig-
nificant differences in naturalness and coherence
(Baseline, ablation OT, and Full model).

6.3 Discussion

Using our proposed metrics, we were able to high-
light differences between models that are not cap-
tured by traditional metrics. Indeed, although all
text-based models achieve similar accuracy in di-
alog act prediction, significant differences are ob-
served in other metrics. The baseline, an LLM gen-
erating the next utterance based on the context, is
significantly less diverse than our proposed model.
This highlights that LLMs produce data that, al-
though of high quality (good accuracy), represents
an average of the data used to train them. Conse-
quently, they make data similar to what an aver-
age user would generate, diminishing the diversity
of produced dialog acts. They always tend to an-
swer the same way, whereas our proposed method
can generate dialog acts across the entire spectrum
of possible dialog acts with more diversity. Sim-
ilarly, when the baseline differs from the target,
it produces dialog acts that are significantly more
expected than our proposed method. This under-
scores the quality of the data generated by LLMs
as they remain close to the target dialog act, even if
it is not the targeted one. However, unexpectedness
can be beneficial if it is also natural and coherent,
which is why we compute serendipity. The utter-
ances generated with the dialog acts predicted by
our Full Model tend to be subjectively rated on aver-
age as less natural and coherent than those from the
baseline. The difference in the subjective natural-
ness and coherence values is not significant, so no
conclusion can be drawn. However, the serendip-
ity of our Full Model is significantly higher than
the baseline, meaning that when the dialog acts
produced by our model are unexpected, they are
also natural and coherent. In contrast, unexpected
dialog acts produced by the baseline are not as nat-
ural and coherent. This underlines our model’s
ability to create novel data that is also natural and
coherent. In contrast, the baseline performs well
in replicating data but struggles to generate novel,
unexpected, natural, and coherent data. All these
results highlight the averaging quality of LLMs,
whereas our model, trained on target dialog data,
better understands the structure of the dialog and
can generalize. Our model allows us to explore
user’s reactions that are absent from the data but
still natural and coherent,. The ablation study high-

https://anonymous.4open.science/r/Patient_simulation-3DE3/README.md
https://anonymous.4open.science/r/Patient_simulation-3DE3/README.md
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Model F1 score Diversity Unexpectedness Automatic Coherence Automatic Naturalness Serendipity
Baseline (LLM) 0.40[0.35, 0.44] 0.23[0.21, 0.24] 0.57[0.54, 0.60] 0.83[0.82, 0.85] 0.92[0.91, 0.93] 0.31[0.29, 0.33]
Ablation Only DA (ODA) 0.20[0.18, 0.22] 0.18[0.18, 0.19] 0.65[0.62, 0.67] 0.86[0.85,0.87] 0.93[0.92,0.93] 0.58[0.55,0.60]
Ablation Only Text (OT) 0.35[0.32, 0.37] 0.16[0.15, 0.16] 0.70[0.67, 0.73] 0.86[0.84,0.87] 0.93[0.92,0.93] 0.62[0.59,0.65]
Full model (input Text + DA + Type) 0.37[0.34, 0.39] 0.16[0.15, 0.16] 0.66[0.63, 0.69] 0.86[0.84, 0.87] 0.93[0.92, 0.94] 0.59[0.56,0.62]

Table 3: Measures value on the test set of HOPE. The 95% confidence intervals are computed using the bootstrap
method and 1000 runs (Efron and Tibshirani, 1994). Results in bold are significantly better than the Baseline.

Model F1 score Diversity Unexpectedness Subjective Coherence Subjective Naturalness Serendipity
Baseline (LLM) 0.43[0.27, 0.60] 0.26[0.20, 0.33] 0.48[0.29, 0.65] 0.75[0.70,0.80] 0.72[0.68, 0.76] 0.36[0.25, 0.46]
Ablation Only Text (OT) 0.44[0.30, 0.60] 0.19[0.15, 0.24] 0.54[0.36, 0.71] 0.67[0.62, 0.70] 0.66[0.60,0.71] 0.55[0.46, 0.61]
Full model (input Text + DA + Type) 0.44[0.29, 0.59] 0.19[0.15, 0.25] 0.54[0.38, 0.73] 0.69[0.63,0.75] 0.75[0.63,0.81] 0.60[0.51,0.69]

Table 4: Measures value on 27 utterances of the test set of HOPE. The 95% confidence intervals are computed using
the bootstrap method and 1000 runs (Efron and Tibshirani, 1994). Results in bold are significantly better than the
Baseline.

lights the importance of text inputs for predicting
the next dialog act. Indeed, the context captures
substantial information relevant to dialog act pre-
diction. Using dialog acts alone (ablation ODA)
does not adequately capture the dynamics of the
dialog, resulting in less accurate predictions. While
including dialog acts and text inputs shows a pos-
itive tendency to improve prediction accuracy in
the Full Model over the ablation OT, the results are
not significant. The serendipity of the Full Model
also tends to be better than the serendipity of the
ablation OT. In some instances, dialog act infor-
mation could be beneficial for deciding between
multiple possible dialog acts, which explains the
observed positive tendency in accuracy. The Full
Model might also have learned to reproduce the
patterns in the data, which improves the natural-
ness and coherence, the newly generated data, and
the accuracy. This suggests that using dialog acts
as input to the Full Model in complement of the
text improves comprehension of the structure of
the dialog. These results validate our model for
patient simulation and highlight the advantages of
looking beyond the accuracy metric. Indeed, they
show that while our baseline is closer to the original
utterances, our proposed model can create novel,
syntactically and contextually correct data.

7 Conclusion

In this paper, we propose a dialog manager archi-
tecture and introduce comprehensive evaluation
metrics tailored to open-ended dialog user sim-
ulation to address the simulation of MI patients
and their evaluation. Our contributions include
the development of a dialog manager capable of
simulating natural, coherent, and diverse patient
behaviors, leveraging a combination of text and

dialog act inputs. We have also proposed a set of
evaluation metrics—accuracy, diversity, unexpect-
edness, naturalness and coherence, and serendip-
ity—that provide a more complete assessment of
simulated user performance than traditional accu-
racy measures. These measures have demonstrated
the effectiveness of our approach in generating di-
verse, unexpected, natural, and coherent patient
behaviors compared to a baseline LLM model. Our
model’s ability to capture and generalize from ther-
apy data while generating novel interactions high-
lights its potential for training dialog models in
mental health therapy settings. Our findings under-
score the significance of looking beyond conven-
tional metrics and adopting a more comprehensive
approach to evaluating simulated users. By fo-
cusing on diversity, unexpectedness, naturalness,
and coherence, we can ensure that simulated users
replicate existing behaviors and generate novel and
meaningful interactions, enhancing their effective-
ness as tools for supporting mental health therapy.
One limitation of our study is the absence of eval-
uation through interactive sessions, which neces-
sitates the development of a therapist MI dialog
model. Additionally, the naturalness and coherence
metrics rely on the generated utterances, potentially
susceptible to the methodology employed for ut-
terance generation. Nevertheless, the consistent
use of the same Large Language Model (LLM) as
both the baseline and the generation method miti-
gates this concern, utilizing highly similar prompts.
A stronger baseline, such as GPT-4, would also
strengthen these results. Finally, conducting sub-
jective naturalness and coherence measurements
on a larger number of utterances and participants
would further validate our findings, enabling the
detection of significant differences.
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A Appendix

A.1 Utterance generation prompt
The condition utterances are generated through the
prompt visible in Table 5

A.2 Utterance generation examples
Examples of generated utterances are in Table 6).
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Condition Prompt

Base

You are a patient talking with a therapist. Your task is to generate the patient’s next utterance.
The dialog is happening orally, use a oral style language with hesitation, repetition, and deviation.
You will only respond with one patient’s utterance. Do not provide explanations or notes.
Make only one proposition.
The response must be short, no more than 2 or 3 utterances.

Unconditioned

Base prompt +
{Utterance examples}
<<<
Context : {context}
Generate the patient’s next utterance
>>>
Patient’s utterance:

Dialog act
conditioned

Base prompt +
{Utterance examples with corresponding dialog act}
<<<
Context: {context}
Generate the patient’s next utterance with the intent: {intent}
>>>
Patient’s utterance:

Table 5: Prompts template for each of the two conditions
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Table 6: Examples of generated utterances in each condition given their context
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