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Abstract

Educational dialogue systems have been used
to support students and teachers for decades.
Such systems rely on explicit pedagogically-
motivated dialogue rules. With the ease of inte-
grating large language models (LLMs) into di-
alogue systems, applications have been arising
that directly use model responses without the
use of human-written rules, raising concerns
about their use in classroom settings. Here, we
explore how to constrain LLM outputs to gen-
erate appropriate and supportive teacher-like
responses. We present results comparing the ef-
fectiveness of different constraint variations in
a zero-shot prompting setting on a large math-
ematics classroom corpus. Generated outputs
are evaluated with human annotation for Flu-
ency, Relevance, Helpfulness, and Adherence
to the provided constraints. Including all con-
straints in the prompt led to the highest values
for Fluency and Helpfulness, and the second
highest value for Relevance. The annotation
results also demonstrate that the prompts that
result in the highest adherence to constraints do
not necessarily indicate higher perceived scores
for Fluency, Relevance, or Helpfulness. In a
direct comparison, all of the non-baseline LLM
responses were ranked higher than the actual
teacher responses in the corpus over 50% of the
time.

1 Introduction

Large language models (LLMs) have shown great
promise across many applications including recom-
mendation systems, social chatbots, writing code,
and summarizing documents (Zhang et al., 2023).
Many of these applications benefit from the genera-
tive capabilities of LLMs such as ChatGPT (Brown
et al., 2020). However, when these models are de-
ployed without further constraints in open-domain
dialogue systems, they may generate outputs that
do not adhere to the desired agent behavior (Kann
et al., 2022). The risk of not adhering to desired

Teacher How do you know number two is

not a straight angle?

Because a straight angle goes on,

on both sides.

Teacher 1t goes on forever. There’s a line,
and it goes on forever on both
sides, absolutely. Of course, it’s
aray so it only goes in one direc-
tion.

Student

Table 1: A sample interaction between a teacher and
a student from the NCTE Corpus (Demszky and Hill,
2023)

agent behavior is even higher when we consider
the application of these models to the education
domain (Williams et al., 2023).

Well before the advent of LLMs, educational di-
alogue systems have been used to provide support
to students in online classes, act as 1:1 subject-
specific tutors, and provide professional training to
teachers and tutors (Kuhail et al., 2023). Regard-
less of the exact learning application, they are more
beneficial to students when the systems themselves
are based on the same pedagogical frameworks that
a teacher would use (Jiarveld and Hadwin, 2013).
As such, many of these systems are built using ex-
tensive dialogue frameworks that dictate when, and
how the teacher should intervene in a particular
scenario. Frequently, they are designed such that a
teacher can modify the exact responses to apply to
a given classroom age, subject, and lesson-specific
goals. Although this makes it possible to create
highly relevant responses from the conversational
agent, it also means that the agent will not gener-
alize well to new situations. Furthermore, these
agents are typically designed for interaction with a
single student working in an online classroom.

The educational dialogue system that we present
here is designed to provide support to students in a
real classroom setting. Consider the interaction in
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Table 1. In this case, the teacher confirms that the
student’s understanding is correct and elaborates
on what has been said to avoid confusion in the def-
inition. This ensures that they are still encouraging
the student to elaborate on their reasoning while
providing a fully correct assessment of the problem.
This highlights the degree of nuance required when
responding to a student in a classroom setting. We
want to focus on how to constrain the output of an
LLM in a manner consistent with how a teacher
would respond. Constraints are surfaced to the
LLM through strategic prompt engineering. The
constraints are based on dialogue acts that capture
speaker intentions from the preceding dialogue and
a domain-specific dialogue policy. The dialogue
policy consists of three conversational states identi-
fied in collaborative task conversations and corre-
sponding actions that a supportive teacher would
take in that particular scenario. We evaluate the
effectiveness of imposing different forms of con-
straints on the NCTE Corpus (Demszky and Hill,
2023) of math classroom transcripts. The output
from each of the prompt variations is assessed for
Fluency, Relevance, Helpfulness, and adherence to
the desired constraints. We also perform further
annotations for overall best response and whether
it was considered better than the teacher.

The dialogue system we present here provides a
blueprint for how future researchers, and teachers
themselves, can modify prompts to better engage
with students in a classroom setting. This design
is intended to echo the highly relevant and help-
ful nature of early rule-based education dialogue
systems while allowing for more flexibility with
LLMs to surface the response to the student. The
major contributions of this work are as follows:

* As far as we are aware, this is the first ap-
plication of dialogue-policy informed LLM
response generation to the education domain.

* Adding more context-specific constraints (Di-
alogue States, Student and Teacher Dialogue
Acts) can improve the perceived Helpfulness,
Fluency and Relevance of responses produced
by a conversational agent.

* LLMs can adhere to dialogue state constraints
in up to 95% of samples

* Annotators rated the non-baseline LLM-based
prompt variations to be better than the actual
Teacher response in > 50% of samples

The results demonstrate the potential of LLM-
based chatbots to interact with students in a helpful
manner. There is much research to be done in
exploring how to balance additional pedagogical
constraints while maintaining a high degree of flu-
ency in the responses. In future work, we intend
to integrate these models with a speech-to-text in-
terface to see how they perform in live classroom
interactions.

2 Related Work

2.1 Dialogue Act Segmentation and
Classification

To respond in a succinct manner, dialogue systems
need to be able to differentiate different dialogue
acts (DAs) such as statements, types of questions,
and acknowledgements. There are different dia-
logue act schemas and datasets for dialogue act tag-
ging such as: ViGGO a video game corpus tagged
with dialogue acts meant for open domain systems
(Juraska et al., 2019), MultiWoz a multi-domain
and topic dataset meant for task-oriented dialogue
systems (Budzianowski et al., 2018), Switchboard
(SWDA) is a large multi-speaker dataset consisting
of two-sided telephone calls (Stolcke et al., 2000a)
and the AMI meeting corpus that is multi-modal
corpus consisting of 100 hours of meeting record-
ings (Shang et al., 2018). ISO dialogue acts schema
are mapped to other corpora such as SWDA, AMI,
Maptask to then be used for training a SVM model
on ISO tags (Mezza et al., 2018a; Thompson et al.,
1993).

Previous work, has used this ISO dialogue act
model off-the-shelf model to enrich TopicalChats
with dialogue acts to then use the dialogue acts
for response generation (Hedayatnia et al., 2020).
LLMs such as gpt-3.5-turbo have been used for
data augmentation and annotation of dialogue acts
on outputs within the education domain (Shan et al.,
2023). We expand on these papers by tagging dia-
logue acts using a combination of ISO tags and
Switchboard feedback dialogue acts and by us-
ing using gpt-3.5-turbo on the NCTE dataset to
produce a silver set of annotated dialogue acts as
this corpus does not contain tags. Then we lever-
age this new tagged dataset as a constraint to pro-
vide the model for controllable response generation
(Ramirez et al., 2023; Hedayatnia et al., 2020).

Dialogue act tagging and segmentation can be
split into two separate tasks such as dialogue act
classifiers (Stolcke et al., 2000a; Webb and Wilks,
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2005), or a joint approach (Guz et al., 2010; Zhao
and Kawahara, 2019, 2017). We take inspiration
from joint models by combining the two tasks
within the same prompt. The description used to
prompt the model resembles annotation manuals
that request annotators to consider both segment-
ing and tagging each segment with a dialogue act
(Mezza et al., 2018a).

2.2 Pedagogical Conversational Agents

Pedagogical conversational agents are the subset
of language models that can engage in dialogues to
support learning. They vary greatly in terms of their
role, their interaction style, and their functional
purpose. Recent reviews of pedagogical conversa-
tional agents have found that they are frequently
used as Teaching Agents in the context of online
classroom settings, with the majority focused on
Computer Science classroom courses (Kuhail et al.,
2023). Although early research focused more on
rule-based dialogue systems to power these agents,
the surge in popularity of generative language mod-
els has led to more research examining the abil-
ity of language models to generate teacher-like re-
sponses. Tack and Piech (2022) proposed the Al
Teacher Test to measure the effectiveness of a lan-
guage model to engage in dialogues with a student
based on the ability of the model to “speak like a
teacher, understand the student, and help the stu-
dent”. They evaluate several BlenderBot (Roller
et al., 2020) and GPT-3 (Brown et al., 2020) models
on the Teacher-Student Chatroom Corpus (TSCC)
(Caines et al., 2022) as well as the Educational
Uptake Dataset (Demszky et al., 2021) which is
a subset of the NCTE corpus that is used in this
paper. Their findings found that Blender outper-
formed GPT-3 across all metrics, and outperformed
the actual Teacher response ratings in terms of lev-
els of uptake from student responses. However,
this did not translate to outperforming teachers in
terms of levels of helpfulness or the ability to cre-
ate responses similar to a teacher. The BEA 2023
shared task motivated researchers to expand on this
work by focusing on generating responses to stu-
dent utterances from the TSCC dataset. All of the
submissions were evaluated using a set of auto-
matic dialogue evaluation metrics from (Yeh et al.,
2021) and the top three models were evaluated with
pairwise comparisons from human raters based on
the Tack’s original three categories. The best per-
forming model, NAISTEACHER (Vasselli et al.,
2023) was built on a pre-trained GPT 3.5 Turbo

(Brown et al., 2020). Their approach generates
multiple teacher utterances in the form of either
continuations of a previous utterance or replies to a
student utterance. The responses are then re-ranked
with DialogRPT (Gao et al., 2020). As part of this
shared task, Hicke et al. Hicke et al. (2023) ex-
plored the use of GPT-4, as well as fine-tuning Di-
aloGPT (Zhang et al., 2020), FlanT5 (Chung et al.,
2022) and GPT-2 (Radford et al., 2019). GPT-4 out-
performed their other variants. Other submissions
focused on prompt engineering with open-source
language models (Baladén et al., 2023) including
Opt-2.7B (Gao et al., 2020) and Alpaca (Taori et al.,
2023). The proposed system combines zero-shot
prompts with a state-of-the-art LLM with previous
research in controllable text generation and dia-
logue act classification to create teacher responses.

3 Methods

3.1 Overall System Design

The proposed pedagogical dialogue system con-
sists of three major components: (1) a dialogue
act segmentation and classification module (2) a
dialogue policy that dictates when and how the
conversational agent should intervene and (3) a
response generation module that aggregates the
output of components (1) and (2) into a prompt for
an LLM. The dialogue system receives the most re-
cent student utterance and the conversation history
annotated with speaker labels by turn as seen in Fig-
ure 1. The conversation turns are fed to (1) where
they are segmented into individual utterances and
labeled with a dialogue act. In parallel, the most re-
cent student utterance is fed to the dialogue policy
to determine the dialogue state. The conversation
state and dialogue act annotated conversation his-
tory are then aggregated into a coherent prompt for
an LLM.

3.2 Dialogue Policy

A dialogue policy specifies, for each dialogue state,
the actions the dialogue system can take in that state
(Walker et al., 1998; Levin et al., 2000; Rieser and
Lemon, 2011). Here, we leverage a dialogue pol-
icy based on an analysis of collaborative dialogue
scenarios between college-aged students, where we
frame the policy in terms of the dialogue acts avail-
able in each state. The students were working on a
sensor-based task, in which each student becomes
an expert in a particular kind of sensor - moisture,
environmental, and sound, and then has to share
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Figure 1: Overall System Diagram: The conversation history and current student utterance are given as input to
both (1) segmentation and dialogue act classification and (2) a dialogue state identification module. They are then
aggregated with the outputs of (1) and (2) into a prompt for a large language model.

the information they have learned with their group.

Education and human teamwork experts iden-
tified three broad categories of unproductive talk
dialogue states during the collaboration sessions:
CONTENT, COLLABORATION, and PROCEDU-
RAL. The aim of our dialogue policy is to intervene
in the student conversations when the conversa-
tion is in an unproductive state. Thus, each dia-
logue state has a set of potential dialogue actions,
which are surfaced to the LLM as an additional
component of the response generation prompt. The
prompts are detailed in Appendix C and the com-
plete steps for state identification are detailed in
Appendix A. PROCEDURAL issues are identified
when there is a literal String match indicating the
students are confused about the next step to take to
complete the task. Next, CONTENT issues are dis-
tinguished based on the topic feature of the NCTE
dataset. The policy further divides the collaboration
issues based on the number of speakers represented
in the recent conversation history including NO
SPEAKER and SINGLE SPEAKER categories. The
NCTE dataset is segmented into only two speaker
labels “student” and “teacher” without explicitly
distinguishing which student is talking so we are
not using these states in the experiments. For future
work with multi-party conversations where speaker
identification is available these are critical states to
track. Additionally, since we are explicitly using
non-blank utterances for the analysis, we do not
have instances of the NO SPEAKER state. If none
of the above conditions are met, the conversation
is considered to be in a FLOW state and the stu-
dent should be encouraged to continue with their
reasoning.

3.3 Dialogue Act Segmentation and
Classification

We use dialogue acts as a constraint for response
generation as dialogue acts have been used for con-
trollable response generation in different domains
and dialogue systems (Hedayatnia et al., 2020;
Ramirez et al., 2023). Following Shan et al., dia-
logue act labels for the NCTE corpus were obtained
through few shot prompting using the gpt-3.5 turbo
model. We combine the task of dialogue act classi-
fication and segmentation within the same prompt
to handle longer utterances. For dialogue acts, we
use the 10 ISO dialogue acts (Mezza et al., 2018b)
(e.g., Inform, Set Question, Apology, etc.) and 7
Switchboard (Stolcke et al., 2000b) feedback-based
dialogue acts (e.g. Backchannel, Sympathy, Appre-
ciation) to classify and segment the NCTE dataset.

In the prompt, we provide a description of the
task and instructions for the model, then for each
dialogue act we give the definition and an option-
ally an example for certain difficult dialogue acts,
and lastly we provide 19 examples of utterances
that are segmented and annotated with dialogue act
tags the final prompt can be found in the Appendix
B. These examples came either directly from the
Switchboard and ISO annotation manuals, or were
handcrafted to contain the characteristics of the
dialogue acts. To verify the performance of the
prompt(s), we ran the prompt on a set of 100 exam-
ples, and would annotate for dialogue act and seg-
mentation appropriateness on the teacher text and
would adjust the number of examples or the defini-
tions. Once we had the final prompt, we found that
95% of the time the model would choose an ap-
propriate dialogue act(s). We note that the teacher
dialogue acts were not always appropriate for the
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conversation that could impact the performance in
the downstream task.

3.4 Response Generation with Prompt
Engineering

We take a modular approach to prompt engineer-
ing, wherein we dynamically construct a unique
prompt for each response from component tem-
plates. These templates are injected with contex-
tual information and desired constraints before be-
ing aggregated into a single prompt as input to the
LLM. The complete set of templates can be found
in Appendix C.

First, the baseline prompt has four components:
Preamble, Setting, Formatting, and Task. We con-
sider these to be the minimum configuration neces-
sary to reliably produce teacher-like responses with-
out applying any further constraints on the model’s
behavior. Definitions for these basic components
are as follows:

* Preamble: This primes the model by describ-
ing the task it will ultimately be assigned after
first being given the requirements and restric-
tions contained in the other components.

* Setting: This describes a persona that the
model should assume, the responsibilities of
its role, and environmental details, like the
grade level of the students and the subject of
the current lesson.

* Formatting: This outlines the exact format
the response should take, including a soft- and
hard-cap on length, expectations of attribu-
tion and quotation marks, prohibitions of ex-
plained reasoning or word count, etc.

* Task: This simply instructs the model to pro-
duce a response and provides the utterance to
which it will respond.

Then, we add one or more of the following exper-
imental components: Context, Student DA, Teacher
DA, and/or Dialogue Policy. Unlike the baseline
components, these aim to constrain model behav-
ior. When active, they are inserted into the prompt
between Formatting and Task. Definitions for these
additional components are as follows:

* Context: This gives the model a brief conver-
sation history, consisting of three prior utter-
ances and who said them.

» Student DA: This gives the model a version
of the student utterance that is segmented by
the classifier (see Section 3.3) and the defi-
nition for each of the resulting dialogue act
labels. It then instructs the model to use the
given segmentation and definitions to deter-
mine what the student meant.

* Teacher DA: This gives the model a list of
dialogue act labels (and associated definitions)
found within the segmented teacher utterance,
but it does not give the actual segmented
utterance. It then instructs the model to for-
mulate its response to match the definitions of
the given labels.

* Dialogue Policy: This gives the model a de-
scription of the current dialogue state (see Ap-
pendix A) and the consequences of allowing
that state to continue. It then instructs the
model to formulate a response that includes
the expert-recommended intervention appro-
priate for the given state.

Finally, we have one implicit constraint: the lan-
guage used in the templates mimics the language
used by teachers when assigning schoolwork to
students. The intent is to bias the model toward
seeking similar language from its training data.

4 Experiments

4.1 Dataset

For this work, we want to demonstrate the appropri-
ateness of different prompt variations for teacher-
like responses. We use the NCTE Transcripts cor-
pus (Demszky and Hill, 2023)- a dataset consist-
ing of 1,660 anonymized elementary school math-
ematics lessons. This is one of the few publicly
available datasets with annotated classroom con-
versations. We use a subset of the dataset that is
broken down into student-teacher utterance pairs
where each teacher response is associated with the
immediately preceding student utterance. We also
provide the three prior dialogue turns for conversa-
tion history. When utterances were within the first
three dialogue turns of a particular lesson, only the
available turns were provided as part of the con-
text. For evaluation, we classified the utterances
and ended up with three distinct state labels present
in the dataset: CONTENT, FLOW, and COLLABO-
RATION. We randomly selected 100 samples con-
sisting of 33 FLOW turns, 33 COLLABORATION,
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Quality + Adherence Metrics 0.29606
Comparison to Teacher 0.24689
Best Model Response 0.21557

Table 2: Interrater Reliability based on Krippendorff’s
Alpha. The Quality and Adherence metrics are judged
on 100 samples for all prompt variations individually.
The Response Comparison metrics are based on a subset
of 30 samples.

and 34 CONTENT, which is indicative of the high-
est subset of the datasets. All of the analysis sample
utterances are then automatically segmented and
classified for dialogue acts.

4.2 Prompt Variations

As detailed in Section 3.4, we aggregate different
constraints into the prompts for the Mistral model.
The goal is to discern which of these constraints
leads to the most helpful, pedagogically informed
outputs from the system. We start with the Base-
line classroom response generation prompt, then
provide additional constraints including: Context,
Dialogue State (DS), DS + Student Dialogue Act
(DA), Student DA + Teacher DA, and a prompt com-
bining all the constraints (DS, Student DA, Teacher
DA. All of the non-baseline prompts including the
conversation history.

4.3 Evaluation

The generated responses are evaluated by raters on
three categories: Fluency, Relevance, and Helpful-
ness using a scale from 0 to 2. Fluency to describes
how natural the generated response appears to be.
This is meant to be comparable to prior work that
evaluates text for Naturalness and/or Humanness.
Relevance indicates how relevant the response is
to the conversation history and current student ut-
terance, with a 1 indicating that the response is
vague. Raters also annotate for Helpfulness to
indicate whether the response helps the student
or helps move the activity forward. Finally, we
have a binary value to indicate how well the gen-
erated output adheres to the dialogue state-specific
prompt and whether it is an acceptable based on the
ISO definition of the desired output DA. We calcu-
late Krippendorff’s (Krippendorff, 2004) Alpha to
gauge interrater reliability across the 600 samples
evaluated by each of the three raters. The results
are in Table 2.

5 Results Analysis

The annotation analysis is divided into three sec-
tions: output quality metrics, adherence to con-
straints, and teacher comparison. For the first two
sections, 100 samples were annotated across all six
prompt variations by three annotators. The low in-
terrater reliability (IRR) scores in Table 1, based on
Krippendorff’s Alpha (Krippendorff 2004), demon-
strate that this type of evaluation was difficult to
come to a consensus on. This could be due to the
fact that the output quality metrics were all on a
score of 0 to 2, as opposed to being binary val-
ues. These three values could also be ambiguous
even with the specifications provided to the anno-
tators. To avoid this in future studies, it would be
beneficial to specify a larger number of metrics
that capture more fine-grained linguistic details to
improve agreement across annotators. We believe
the results of the study to still be valuable when
considering the goal is to present an approach to
designing a conversational system specifically for
the educational context.

Given the low IRR values, we report the mean
and standard deviation for these values to get a bet-
ter sense of how the agent responses were perceived
by the annotators. We see the highest agreement
levels across annotators for the adherence to dis-
course policy. However, the adherence to dialogue
act constraint did not demonstrate as high agree-
ment. We believe this can be attributed to the fact
that raters considered this to be an “acceptability”
annotation - i.e. is the output aligned with an “ac-
ceptable” dialogue act for a teacher response in the
given context. Additionally, when annotating the
outputs were compared to the actual teacher output
dialogue act tags which were annotated with our
classification prompt as opposed to gold standard
tags. Furthermore, the teacher utterances were of-
ten extremely lengthy making it difficult for both
a model or a human to identify a single correct
dialogue act.

5.1 Quality Metrics: Fluency, Relevance,
Helpfulness

One of the more interesting findings was that the
impact of dialogue acts on the perceived fluency of
response outputs. Annotators considered responses
to be less fluent (a 1 over a 2) when the model con-
tradicted itself, provided overly formal responses,
or the phrasing was considered awkward. The in-
clusion of Student DAs with the state led to 117%
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Prompt Fluency Helpfulness Relevance DA DS

Baseline 1.410 £ 0.596 0917 £ 0.755 1.143 £ 0.670 | 0.340 0.313
+ Context 1.370 £ 0.583 1.053 £0.777 1.260 £ 0.626 | 0.490 0.360
+ DS 1.390 £ 0.564 1.070 £ 0.765 1.297 £0.665 | 0.617 0.893
+ DS, Student DA 1.613 +0.500 1.237 +£0.775 1.437 +0.648 | 0.603 0.957
+ Student DA, Teacher DA 1.580 £0.563 1.287 +0.803 1.530 £ 0.585 | 0.623 0.567
+ DS, Student DA, Teacher DA 1.653 + 0.503 1.320 +0.798 1.450 £+ 0.659 | 0.670 0.903

Table 3: Experiment results for quality metrics and adherence metrics. Fluency, Helpfulness, and Relevance are
scored based on the average mean across all 100 samples and three annotators plus or minus the standard deviation.
Adherence to Dialogue Act (DA) and Dialogue State (DS) constraint is based on the percentage of the time that the

raters marked samples as adhering to the constraint.

Prompt BTT OR

Baseline 0.500 0.122
Context 0.733 0.222
DS 0.633 0.156
DS, Student DA 0.689 0.200
Student DA, Teacher DA 0.70 0.144
DS, Student DA, Teacher DA 0.678 0.156

Table 4: BTT represents the percentage of the time the
prompt output was rated as "Better than the Teacher"
response to the student utterance. OR represents the
percentage of the samples that the prompt was rated as
the best overall response of the prompt outputs.

increase in the mean Fluency score over the in-
clusion of the dialogue state alone. The combina-
tion of Student DAs, Teacher DAs, and Dialogue
State had the highest Fluency value, suggesting
that when provided more constraints, the model
produced more natural responses. The prompt vari-
ation including Teacher DAs and student DAs has
a much higher Fluency rating than the baseline, but
lower than combining student DAs with a dialogue
state suggesting the state itself contributes to higher
fluency. Annotators did frequently see outputs that
included dialogue act tags when the Teacher DA
was included, occasionally ones that were not even
mentioned in the prompt, which would need to be
removed before surfacing a response in an end-
to-end system. The prompt including student and
teacher DAs plus state information was evaluated
as having the highest mean Helpfulness score. Ad-
ditionally, when the results were broken down into
2-value pairs, with [0,1] rated as “not Helpful” or
0 and 2 being scored as Helpful, this prompt was
marked as helpful over 50% of the time by raters.
As with the Helpfulness and Fluency ratings, we no-
tice that the prompts that included any type of DA

information had much higher mean scores for Rele-
vance than those without suggesting that grounding
the conversation in speaker intentions leads to more
relevant responses. Unsurprisingly, the baseline
has the worst performance in this category given
that it does not include the conversation history
in the prompt. The prompt that did not include
the state information was scored higher in terms
of Relevance over the version with this constraint.
This could be due to the model trying to attend to
too many constraints at once, or this could be re-
lated to the quality of the states themselves. There
are an infinite number of hypothetical states that a
classroom conversation could be in that a teacher
may respond to differently and in future versions of
the system we intend to explore more fine-grained
state-action pairs. In general, all of the response
quality metrics indicate that the inclusion of DA
information does lead to better output responses
from an LLM.

5.2 Adherence to Dialogue Act + Policy
Constraints

For annotation, raters considered an output to ‘ad-
here’ to the dialogue act constraint if it was con-
sidered an acceptable dialogue act in the context
of the conversation history. The adherence rate
goes up even when just including the conversa-
tion history in the prompt over the baseline sug-
gesting that there is some implicit dialogue flow
information that the model is able to learn from
the history itself. However, there is a meaningful
jump in performance when additional constraints
are applied, including the dialogue state without
any DAs. Including the DA and discourse policy
information resulted in the highest rates of adher-
ence to this constraint. However, the adherence
rate is still notably less than the agent’s ability to
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adhere to the dialogue state constraint. In the case
of our dialogue policy, the adherence rate is higher
than 89% of the time when the state intervention
is included in the prompt. This is also the set of
annotations with the highest rates of interrater relia-
bility. Overall, this suggests that the Mistral model
was extremely good at adhering to our discourse
policy when provided with the appropriate infor-
mation. This is especially true in comparison to the
responses when no constraints are provided, and
even in the drop in performance when using the
student DA and teacher DA without the discourse
policy constraint. These results suggest that as we
refine the discourse policy to cover a wider range of
classroom situations that we will be able to output
responses that will adhere to it appropriately. This
finding is incredibly important when considering
the need to constrain agents in the classroom to
be consistent with teacher behavior and reduce the
risk of providing unsafe outputs to students.

5.3 Teacher and Prompt Comparisons

In addition to evaluating each of the prompts in-
dividually, we wanted to compare them to each
other, and the actual teacher responses. We se-
lected 30 samples from the 100 annotated samples
above stratified to 10 per dialogue states. The 6
model outputs were shuffled to prevent the annota-
tors from being biased towards a particular prompt
style. For these, the raters considered two ques-
tions (1) Is this response better than the teacher
response? (2) What is the best model response of
the 6 provided? The results in Table 5 show that all
of the non-baseline prompts were considered better
than the teacher response in over half of the cases
selected. Unexpectedly, the condition with only
the conversation history, was rated as better than
the teacher most frequently and considered the best
response to the student utterance most frequently.
The next highest rated prompt is the combination
of student DAs and the dialogue state. In further
discussion of the annotations, the raters mentioned
that brief responses were considered better, and
that the models typically provided explicit support-
ive feedback such as “Keep up the good teamwork”™
to students more often than the teacher did. Ad-
ditionally, the actual teacher responses may have
been addressing earlier conversation topics or other
students as opposed to the most recent student ut-
terance. The fact that one type of constraint did
not inherently improve the overall perception of
the responses suggests that the system may benefit

from the use of an over-generate and rank approach
in which we provide an output from all of these
variations and select one to provide to the student
based on a set of criteria informed by a teacher.

6 Conclusion and Future Work

The goal of these experiments was to compare the
effectiveness of different constraints in the con-
text of zero-shot prompting a language model to
provide teacher-like responses to real student ut-
terances. We evaluated the inclusion of student
and teacher dialogue acts annotations as well as
dialogue states in the prompts provided to Mistral.
A sample of 100 utterances was selected and eval-
uated across 6 different prompt settings by three
annotators for Fluency, Relevance, Helpfulness,
and adherence to the provided constraints. The in-
clusion of any type of constraints showed a positive
impact on all of the utterance quality metrics, but
could benefit from post processing to ensure that er-
roneous tags are not included in the agent response
to a student. We saw the highest ratings for Flu-
ency and Helpfulness when student dialogue acts,
teacher dialogue acts, and dialogue states were pro-
vided in the prompt. The prompt version with all
the constraints also had the second highest value
for Relevance, suggesting that more contextual di-
alogue information in the prompt leads to higher
quality responses from the agent. When provided
a dialogue state in the input, the best performing
prompt adhered to the constraint in over 95% of
cases. This suggests that as future research is done
identifying key pedagogical dialogue states and
the ability to distinguish them from one another,
LLMs can be very successful in adhering to the
recommended states. Furthermore, a subset of 30
utterances were compared to the teacher response
from the NCTE corpus. All of the LLM prompt
variations that included the conversation history
were considered to be better than the actual teacher
response over 50% of the time. This was largely
because the annotators found the model was more
likely to be directly addressing the most recent stu-
dent utterance as opposed to another student, and
frequently included additional supportive phrases
in the response. Ultimately, these findings suggest
that LLM-based conversational agents have a lot
of potential for providing learners with additional
support in the classroom, when provided the appro-
priate constraints. In future work, we aim to refine
the set of states from the three present in the NCTE
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dataset along with educators to cover a broader set
of scenarios. Additionally, we would like to ex-
plore model-based approaches for identifying the
dialogue states themselves. The experiments here
were limited to transcript-based annotations, in fu-
ture work we intend to evaluate the responses in
real scenarios with students.

7 Limitations

The scope of this paper is limited by a number of
factors, including the types of models used and
the types of constraints evaluated. We focused on
a limited set of possible dialogue states based on
initial expert analysis of classroom conversations.
There are more possible dialogue states that would
require a different type of support in the classroom.
Additionally, the annotations were based on a set of
classroom transcripts. Future work should evaluate
the performance of such an agent in a live learning
setting.

8 Ethics Statement

The experiments that we have conducted here are
intended to improve the responses generated by
LLMs for the classroom setting. However, the mod-
els that we use in our experiments are trained with
large datasets that may be subject to unknown bi-
ases due to the exact content of the original training
materials. Our research is intended to be used as
a classroom support but this assumes that teachers
will not use the information collected from dia-
logues to assess students’ grades.
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A
1.

Dialogue State Identification

We classify the utterances for Collaborative
Problem Solving (CPS) codes that score them
on three facets: Constructing Shared Knowl-
edge, Negotiation/Coordination, and Main-
taining Team Function (Pugh et al., 2021)

. We check if the current utterance is on-topic
for the lesson based on the “ontopic” feature
of the NCTE dataset

. Check for a literal match to one of our proce-
dural issue sentences such as “What do we do
next?”’ then return PROCEDURAL issue

. Check the utterance is ontopic and the CPS
codes are above a given threshold then return
CONTENT issue

. Check if the CPS codes is lower than a given
threshold then return COLLABORATION is-
sue

. If there are no speakers, then we consider this
to be a NO SPEAKER collaboration issue

. If there is a single speaker, then we consider
this to be a SINGLE SPEAKER issue

. If there are multiple speakers then this is a
general COLLABORATION issue

. If none of the above conditions are met, the
conversation is considered to be in a FLOW
state

B Dialogue Act Segmentation Prompts

and Dialogue Acts

See Table S below.

Within the actual prompt we used 19 examples.
All examples and full prompt can be found within
the github repository!?.

Zhttps://github.com/aramir62/constraints-generative-
supportive-teacher-responses
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The dialogue acts used from ISO are: Set Ques-
tion, Propositional Question, Choice Question, In-
form, Commissive, Directive, Thanking, Apology,
Salutation, and Feedback (default act).

From Switchboard, the feedback dialogue acts
utilized are: Signal-Not Understanding, Apprecia-
tion, Sympathy, Summarize/Reformulate, Repeat-
Phrase, Acknowledge (backchannel), and Acknowl-
edge Answer.

C Response Generation Prompts

See Table 6 below.

D Generated Outputs
See Table 6 below.
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Dialogue Act Segmentation Prompt

You are given an utterance to label a dialogue act with, and certain utterances need to be segmented if needed. You’ll
segment the utterance into as many chunks needed to capture all the dialogue acts, but if there are two chunks in a row
with the same dialogue act combine them. Use punctuation and clause separators as a way to consider if this is a new topic
or idea that would be labeled with a different dialogue act. Choose only one dialogue act per segment and you have to
choose one. Definitions and examples of each given below. Only choose dialogue acts from this set, dialogue act names
are contained in <>.

<Set Question>: A question that focuses on the speaker wanting to know certain information often contains "wh" at the
beginning such as "Where are you going?", "What did Kevin do yesterday?"

<Propositional Question>: A question where the speaker wants to know if something is true or false, such as "Do you
know what time it is?"

<Choice Question>: A question that provides a list of options for someone to choose from, usually contains or and requires
the other speaker to choose something, such as "Do you like peanut butter or chocolate more?"

<Inform>: A statement that is providing information. Described as informative information to provide context, knowledge,
and information about a topic.

<Commissive>: The speaker will express a commitment to performing an action, such as "I will go home at 1pm"
<Directive>: The speaker is directing or suggesting what will need to be committed to, such as "You need to go left then
right down the hall"

<Thanking>: A sentence that is expressing gratitude, such as "Thanks"

<Apology>: An expression acknowledging regret or remorse towards an individual’s actions, such as "I'm sorry"
<Salutation>: An utterance made as a greeting or acknowledgment of another’s arrival or departure, such as "Hello"
<Signal-Not Understanding>: The speaker is expressing that they did not understand what was said prior. Or is using some
form of non verbal language.

<Appreciation>: The speaker is expressing feedback by providing appreciation towards the other speaker.

<Sympathy>: The speaker is sympathetic towards the other speaker and is expressing this within the utterance.
<Summarize/Reformulate>: The speaker summarizes or reformulates what was said before to demonstrate understanding
of what was heard.

<Repeat-phrase>: The speaker repeats back what was said beforehand.

<Acknowledge (backchannel)>: The speaker expressing acknowledgement by using backchannels such as “Mmm hmm”,
“Mm yeah”, “Uh huh”

<Acknowledge Answer>: The speaker provides acknowledgement of what was said or asked prior by providing an answer.
<Feedback:> An utterance that provides or elicit information about the type of understanding and processing of what was
said prior, use this as a default if the other sets do not match and put as the lowest priority.

Utterance: You need to give me your ideas and then I need to see whether that would sell in the marketplace.
Output: You need to give me your ideas<Directive> and then I need to see whether that would sell in the market-
place<Commissive>

Utterance: {utterance}
Output:

Table 5: Dialogue Act Segmentation Prompt with 1 example (prompt used for labeling used 19 examples.)
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Preamble:

You will be given the task of generating a realistic response to a given statement or question. In order to complete this task
successfully, you must pay careful attention to the following requirements and limitations. Failure to do so will result in
failure of the task.

Setting:

For context, the given statement or question will have been spoken by a {LEVEL} student in the setting of a {SUBJECT}
classroom. The student is working on an in-class assignment with a group of their peers. You will generate a response to
what the student said as if you are the teacher of this {SUBJECT} class. As a teacher, your response must be: (1) kind, (2)
helpful, (3) encouraging of collaboration, (4) relevant to the subject of {SUBJECT}, (5) factual, and (6) befitting the role
of a professional classroom teacher. Please limit your response to the content of the student statement or question. These
guidelines may help you:

Formatting:

Please format your response to the given statement or question as a SINGLE direct quote from the {SUBJECT} teacher
whose role you are playing, including quotation marks. Please try to limit your response to {SOFT_CAP} words or less
words if you can. However, if you are unable to accurately and coherently respond to the student’s statement or question in
{SOFT_CAP} words or less, you may use up to {HARD_CAP} words. Any response longer than {HARD_CAP} words
will be considered a failure for the purpose of this task. Please do NOT include a word count in your response. Please do
NOT provide any additional reasoning, explanations, or context along with your response. Please preface your response
with the text "Response:" OUTSIDE of the quotation marks, but do NOT include any additional or alternative speaker
attributions. Please do NOT preface or follow your response with ANY text other than the quotation marks and attribution
required above.

Student DA & Teacher DA:

The following are definitions for dialogue act labels, which are useful for understanding text:
{LABEL_DEFINITIONS}

To help you understand the student, their statement or question has been annotated with dialogue act labels. These labels
have been inserted AFTER the section of text they describe, and each label will correspond to one of the definitions shown
above. What follows is the annotated student quote:

{STUDENT_SEGMENTATION}

Furthermore, you should formulate your response such that it matches the definition(s) for the following label(s):
{TEACHER_LABELS}

However, the dialogue act labels are exclusively for your own use in understanding what the student has said and in
formulating your response. Please do NOT include ANY actual dialogue act labels in your response.

Dialogue Policy:

{STATE_DESCRIPTION}®
{CONSEQUENCES}
{INTERVENTIONS}

Context:

To give you some insight into the on-going discussion, the following conversation history is provided to you:
{HISTORY}

Task:

The following student quote is what you will be responding to:
{STUDENT_UTTERANCE}
Please generate the teacher’s response according to the requirements and limitations provided above.

Table 6: Response Generation Prompt with all 8 component templates.
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State Action/Prompt

Content Issue This group of students appears to be struggling with some aspect of the
lesson material. The purpose of this activity is for them to learn the mate-
rial; however, if they are struggling to understand the new information or
have forgotten prior learning, they may be unable to finish the assignment.
In order to help them make progress toward their current objective, your
response should politely encourage them to compare notes and make sure
that they agree on the lesson material.

Collaboration Issue | This group of students appears to be actively speaking, but none of them
are making meaningful progress toward their current objective. This could
be a problem, because class time is limited. If they spend too much time
stuck or off-task, they may not complete their group assignment by the
end of the class period. Your response should gently remind them of
their current objective, politely encourage them to work collaboratively to
achieve it, and perhaps suggest a way for them to get back on task
Procedural Issue The students are struggling to understand the steps required to complete
the task. Please encourage them to refer to the Sensor Immersion tutorials.
This group of students appears to have found a good working rhythm and
are making meaningful progress toward their current objective. They are
doing a good job of collaborating with one another, and you do not need
to intervene. Therefore, your response should praise their enthusiasm and
encourage them to remain on-task and continue to make steady progress.

Table 7: A breakdown of the action prompts used for the content, collaboration, and procedural issue dialogue states.
The procedural issue is not present in the NCTE dataset and has reference to the Sensor Immersion task used in the
dialogue policy creation sessions.
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Student Utterance
[Flow]

So, not in the enve-
lope?<Feedback>

Conversation History

teacher: "Anybody? Nobody? What did you use them for, Student C."
student: "To help us with our fractions."

teacher: "To help you with your fractions. Do you guys understand that
sometimes it’s easier to just see it and touch it and hold it? Today, the job
that we have is that we are going to learn to simplify fractions and we are
going to use these pieces to help us to simplify them. So, by the time [ am
done, I have 1, 2, 3,4, 5, 6, 7, 8, 9, piles of fraction pieces. And one of
them is one whole strip. And all of your scraps need to go into the blue
recycling bin, please, which I just put right here. I’'m not so worried about
your names going on the backs of them, boys and girls, because you have
your own little toolbox, the envelope you are going to keep them in, so
your name does need to go on the envelope."

Prompt Variation
Actual Teacher Re-
sponse

Baseline

+ Context

+ DS

+ DS, Student DA

+  Student DA,
Teacher DA
+ DS, Student DA,
Teacher DA

Generated Response

I’m sorry, what?<Signal-Not Understanding>/ It does go on the en-
velope.<Inform>/ We need to get moving here.<Directive>/ It’s the
noise.<Inform>/ We don’t need to do that.<Directive>/

"That’s correct, the problem does not involve finding the area or volume
of an envelope."

"That’s correct. The fraction pieces themselves don’t need names on them,
but be sure to label your envelopes."

"That’s correct, Student. The names don’t need to be on the fraction pieces
themselves, only on the envelopes. Keep up the good work."

"Great question! Yes, you’re correct, any scraps or unused pieces don’t go
in the envelope. Keep up the good work, team!"

You’'re correct, those pieces that don’t fit in the envelope should be placed
in the recycling bin. Keep up the good work, team!

"Yes, that’s correct. The scraps don’t need to go in the envelope, they can
go in the blue bin." <Inform, Directive>
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Student Utterance
[Collaboration
Issue]

That’s not how
I write my frac-
tions though
so<Feedback>/

Conversation History

teacher: "Okay, all right. And then if you finish, just ask yourselves. Come
up with a fraction and ask yourself, you know, how you can compare."
teacher: "Okay, hard to write on those little lines, isn’t it?"

teacher: "Bless you."

Prompt Variation
Actual Teacher Re-
sponse

Baseline

+ Context

+ DS

+ DS, Student DA

+ Student
Teacher DA

DA,

+ DS, Student DA,
Teacher DA

Generated Response
All right,<Acknowledgement>/ are you girls finished?<Set Question>/

"I understand that everyone has their own way of representing fractions.
Let’s discuss how we can all use the same convention for this assignment
to ensure clarity."

"I understand, everyone has their own way of writing fractions. Let’s
compare our methods and learn from each other."

"Understood. Let’s try using the standard fraction format for consistency
within your group to ensure effective comparisons."

"I understand that everyone has different ways of representing fractions.
Let’s collaborate and share our methods to help us all learn. Let’s focus
on understanding the concept of comparing fractions."

"It’s perfectly fine if we each have slightly different ways of writing
fractions as long as the meaning is clear. Let’s discuss how we can
compare them effectively."

"It’s great that we all have different ways of expressing ideas. Let’s see if
we can use each other’s methods to help us understand how to compare
fractions effectively. Let’s continue working together."
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Student Utterance
[Content Issue]
Because a straight an-
gle goes on, on both
sides.<Inform>/

Conversation History

teacher: "Let’s see. All right. Good. Straight angles. Let’s get our pencils
ready because this is one you need to do. Some of you may have heard of
this. How many of you all have heard of a straight angle? Very small. All
right. A straight angle is a line that goes infinitely in both directions. It
measures 180 degrees. Okay. Yes, Student L? All right. So again, which is
not a straight angle? Any others? What do you think, based on definition?"
student: "Number two."

teacher: "How do you know number two is not a straight angle?"

Prompt Variation
Actual Teacher Re-
sponse

Baseline
+ Context

+ DS

+ DS, Student DA

+ Student DA,
Teacher DA
+ DS, Student DA,
Teacher DA

Generated Response

It goes on forever. There’s a line, and it goes on forever on both sides,
absolutely.<Inform>/ Of course, it’s a ray so it only goes in one direc-
tion.<Inform>/ Now we can talk about our main guy today.<Inform>/
Our main guy today is a triangle.<Inform>/ We all know triangles,
right?<Acknowledge Answer>/

"That’s an interesting way to think about it. Can you clarify what you mean
by ’a straight angle goes on, on both sides’ in the context of geometry?"
"That’s correct, Student. A straight angle does indeed go on indefinitely
in both directions. Well done for applying the definition."

"That’s correct, Student, a straight angle does indeed extend indefinitely in
both directions. Let’s discuss with your group to ensure everyone agrees
on this definition."

"That’s correct, a straight angle extends infinitely in both directions. Let’s
compare our definitions and work together to find other angles in the
diagram that are not straight angles."

"That’s correct, Student. A straight angle extends indefinitely, meaning it
continues on both sides, which is why it measures 180 degrees."

"That’s correct. A straight angle continues indefinitely on both sides,
making it an important concept in geometry. Let’s discuss this with your
group and ensure everyone agrees on this definition."

Table 8: A comparison of the generated utterances from the different prompt variations for each of the dialogue

states.
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