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Abstract

Humans pay careful attention to the interlocu-
tor’s internal state in dialogues. For example,
in recommendation dialogues, we make rec-
ommendations while estimating the seeker’s
internal state, such as his/her level of knowl-
edge and interest. Since there are no existing
annotated resources for the analysis and exper-
iment, we constructed RecomMind, a movie
recommendation dialogue dataset with annota-
tions of the seeker’s internal state at the entity
level. Each entity has a first-person label anno-
tated by the seeker and a second-person label
annotated by the recommender. Our analysis
based on RecomMind reveals that the success
of recommendations is enhanced when recom-
menders mention entities that seekers do not
know but are interested in. We also propose
a response generation framework that explic-
itly considers the seeker’s internal state, utiliz-
ing the chain-of-thought prompting. The hu-
man evaluation results show that our proposed
method outperforms the baseline method in
both consistency and the success of recommen-
dations.!

1 Introduction

In human dialogues, individuals pay careful at-
tention to their interlocutor’s internal state (Chiba
et al., 2014), including their level of understanding
and emotional states. Particularly in recommen-
dation dialogues, where a recommender suggests
something to a seeker, it is crucial to estimate what
the seeker knows and what they are interested in.
This understanding allows for recommendations
that better align with the seeker’s preferences.

In the past few years, many large language mod-
els (LLMs) have been actively developed and have
achieved remarkable performance in various natu-
ral language processing tasks (Brown et al., 2020;

'Our dataset is available at https://github.com/
ku-nlp/RecomMind.
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Zhang et al., 2022; Chowdhery et al., 2022; Ope-
nAl, 2023). Current LLMs are able to generate
human-like responses without specialized modules
to consider the interlocutors. However, it remains
an open question whether LLMs need to explicitly
consider the seeker’s internal state and how to ef-
fectively implement it. To answer this question, we
need dialogue data with careful and fine-grained
annotations of the seeker’s internal state. Unfortu-
nately, there are no existing recommendation dia-
logue datasets with internal state annotation.

One possible solution is to annotate existing rec-
ommendation dialogue datasets (Li et al., 2018;
Kang et al., 2019; Moon et al., 2019; Liu et al.,
2020; Hayati et al., 2020; Zhou et al., 2020; Jia
et al., 2022) with the seeker’s internal state. How-
ever, the internal state labels annotated by a third
party may not accurately reflect the actual state (Ka-
jiwara et al., 2021). To obtain the actual internal
state of seekers, it is necessary for the seekers them-
selves to perform the annotation.

To account for the aforementioned requirement,
we constructed RecomMind, a movie recommen-
dation dialogue dataset in Japanese. As illustrated
in Figure 12, the recommender suggests movies
based on the seeker’s preferences in a dialogue.
During the dialogue, noun phrases, referred to
as entities, are automatically extracted from utter-
ances. Both participants (i.e., the recommender and
the seeker) annotate each extracted entity with the
seeker’s level of knowledge and interest at three lev-
els: High, Neutral, and Low during or immediately
after the dialogue. In this annotation, the seek-
ers assign first-person labels, which reflect their
own internal states. In contrast, recommenders, not
knowing the seekers’ actual internal states, assign
second-person labels, which reflect their estimation
of the seekers’ internal states based on the interac-

2Examples of dialogues presented in this paper are origi-
nally in Japanese and were translated by the authors.
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Dialogue

Recently, | watched Top Gun:
Maverick and the Avengers series,
and both were really good.

| watched Top Gun a long time ago!
Is it a sequel or something?

Recommender
L

Seeker

Seeker’s Internal State

Knowledge Interest
Top Gun: Maverick | Low Low High High
Avengers series High | Neutral | High Neutral
Top Gun High High High High

[ 1]

Seeker assigns first-person labels

Recommender assigns second-person labels

Figure 1: Overview of RecomMind dataset.

tions. With these procedures, the seeker’s internal
states during a dialogue are recorded from the two
perspectives of the recommender and seeker.

Using the constructed dataset, we analyze the
relationship between the seeker’s internal state and
the recommendation success. Our analysis reveals
that entities without knowledge but with interest
contribute to successful recommendations. This
finding suggests that the recommender should fo-
cus on topics or subjects that the seeker lacks
knowledge of yet is interested in.

Furthermore, we also propose a LLM-based re-
sponse generation framework that explicitly consid-
ers the seeker’s internal state. Specifically, we ap-
ply Chain-of-Thought prompting (Wei et al., 2022)
and estimate the seeker’s internal state before gen-
erating a response. The human evaluation results
demonstrate that our proposed method outperforms
the baseline method, which does not explicitly con-
sider the seeker’s internal state, in both consistency
and the successful recommendations.

In summary, our contributions are as follows.

* We proposed RecomMind, a Japanese movie
recommendation dialogue dataset with first-
and second-person annotations of the seeker’s
internal state at the entity level.

We found that entities about which the seeker
has no knowledge but has interest contribute
to successful recommendations.

We proposed the response generation frame-
work that explicitly considers the seeker’s
internal state, applying Chain-of-Thought
prompting (Wei et al., 2022).
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2 Related Work

Our research centers on the interlocutor internal
state in a dialogue, in particular, the level of knowl-
edge and interest. Here, we introduce the previous
studies that deal with knowledge and interest in
dialogues.

Miyazaki et al. (2013) proposed a method to
estimate callers’ levels of knowledge about par-
ticular themes (e.g., troubleshooting of products
and services) in call center dialogues. Their
annotations are conducted at the dialogue level,
whereas our dataset is annotated at the entity level.
This allows for more fine-grained knowledge-state
tracking and analysis. Inspired by the theory of
mind (Premack and Woodruff, 1978) and the com-
mon ground (Clark, 1996), Bara et al. (2021) cre-
ated MINDCRAFT dataset which considers the
user’s knowledge for situated dialogue in collabo-
rative tasks. Given the necessary knowledge and
skills, two workers are asked to create a specific
object together in the 3D virtual blocks world of
Minecraft. The players must periodically answer a
question about the common ground (e.g., “Do you
think the other player knows how to make YEL-
LOW_WOOQOL?”). In this study, we consider the
user’s knowledge in a more realistic dialogue that
contains both chit-chat and recommendations.

Modeling interlocutors’ interests have been ac-
tively studied in the field of recommendation dia-
logue (Kang et al., 2019; Liu et al., 2020; Zhou
et al., 2020; Jia et al., 2022). In GoRecDia-
log (Kang et al., 2019), each worker is given a set of
five movies. The seeker’s set represents their watch-
ing history, while the recommender’s represents
candidate movi es.The recommender should recom-
mend the appropriate movie among the candidates
to the seeker. DuRecDial (Liu et al., 2020) is a



recommendation dialogue dataset containing mul-
tiple dialogue types, such as question-answering
and chit-chat. The recommender attempts to elicit
the seeker’s preferences, and the seeker responds
based on a predefined user profile. These studies fo-
cus on the preferences for predefined objects (e.g.,
movies, user profiles). Our dataset differs in that
we annotate all entities appearing in dialogues with
the seeker’s interest.

3 Data Collection

We collect dialogues via crowdsourcing through a
data supplier in Japan. In this section, we describe
how we collect the RecomMind dataset.

3.1 Dialogue Collection Settings
3.1.1 Workers

The two workers engaged in a dialogue have dis-
tinct roles: recommender and seeker. Recom-
menders suggest movies that align with the seeker’s
preferences, taking into account the seeker’s cur-
rent internal state. Seekers actively participate in
the dialogue, asking questions about anything un-
clear in the recommender’s utterances.>

It is assumed that recommenders unfamiliar with
movies might give short-sighted or less engaging
recommendations due to their limited movie knowl-
edge. Thus, we have two requirements for recom-
menders: (1) to be a movie enthusiast and (2) to
watch at least ten movies per year. In contrast, we
do not have any specific requirements for seekers.

3.1.2 Tasks for Workers

Workers are required to complete four specific
tasks: dialogue, annotation of the seeker’s inter-
nal state, annotation of external knowledge4, and
questionnaire.

Dialogue During a dialogue, the recommender
suggests one or more movies to the seeker. Recom-
menders must actively gather enough information
from the seeker through dialogue. They should
also be attentive to the seeker’s preferences rather
than suggesting movies based on their own tastes.
Meanwhile, seekers are encouraged to openly share
their preferences and ask questions about any un-
knowns. Each participant is required to respond at
least eight times.

3For the detailed instructions distributed to the workers,
see Appendix A.

*In this study, knowledge refers to the seeker’s internal
state of knowledge, and external knowledge refers to the infor-
mation the recommenders refer to in dialogues.
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Annotation of Seeker’s Internal State The
seekers annotate each entity in the dialogues from
a first-person perspective based on their level of
knowledge and interest, while the recommenders
annotate from a second-person perspective.

The options for knowledge are as follows:

High The seeker has knowledge regarding the en-
tity.

Neutral The entity cannot be said to be either High
or Low. Or the level of knowledge for the en-
tity cannot be judged from the given context.

Low The seeker does not have knowledge regard-
ing the entity.

The options for interest are as follows:

High The seeker is interested in the entity.

Neutral The entity cannot be said to be either High
or Low. Or the level of interest for the entity
cannot be judged from the given context.

Low The seeker is not interested in the entity.

In addition to the above three options, we intro-
duce an additional option, denoted as Error. This
option is applied when the annotated span does not
represent a valid entity. Entities labeled as Error by
either the recommender or the seeker are discarded.
The annotation can be performed either during or
after the dialogue.

Annotation of External Knowledge Following
the previous research on knowledge-grounded di-
alogues (Dinan et al., 2019; Wu et al., 2019), rec-
ommenders annotate their own utterances with the
piece of external knowledge when they refer to it.
Utterances that do not refer to external knowledge,
such as greetings and those containing personal
knowledge of the recommenders, do not require
annotation. However, the recommenders are re-
quired to always annotate their utterances with the
title of the recommended movies when mentioning
them.> This is to track recommended movies in the
dialogues.

Questionnaire After the dialogue, workers an-
swer the questionnaire shown in Table 1. We assign
a score of 5 to 1 to each choice for each question.

>For dialogues missing the annotation of the recommended
movies, the authors read the dialogues and annotated them
with the movie titles.



Question Choice
Q1 How many movies do you watch per year?  5: 20 or more, 4: 10t0 19,3: 5t09,2: 3to 4, 1: 2 or less
. 5: have watched the movie and remembered the contents well
Do you know the movie you recommended? : .
4: have watched the movie and remembered some of the contents
(for recommenders) .
Q2 Do vou know the movie that was 3: have never watched the movie but know the plots
Y 2: have never watched the movie and know only the title
recommended? (for seekers)
1: do not know at all
. . . 5: agree, 4: somewhat agree, 3: neutral,
?
Q3 Did you enjoy the dialogue? 2: somewhat disagree, 1: disagree
Do you think you have recommended the
Q4 movie well? (for recommenders) 5: agree, 4: somewhat agree, 3: neutral,
Do you want to watch the recommended 2: somewhat disagree, 1: disagree

movie? (for seekers)

Table 1: Questions and choices of the questionnaire. The number at the beginning of each choice indicates the

score for that choice.

3.2 Dialogue Collection System

We develop a web-based system for dialogue col-
lection.® This system is an extension of ChatCol-
lectionFramework’, by adding a movie search tool
and an internal state annotation tool.

3.2.1 Movie Search Tool

We create a movie search tool to assist recom-
menders in dialogues. We first curate 2,317 popular
movie titles and their genres from a Japanese movie
information website, Yahoo! Movies.® We then
collect metadata for each movie from Wikipedia.
Metadata consists of the title, release date, running
time, directors, cast, original work, theme song,
production country, box office, and plot.® Addi-
tionally, as part of the metadata, we include user
reviews for 261 movies sourced from JMRD (Ko-
dama et al., 2022).

During dialogue collection, recommenders use
this tool to search and check movie information.
Searching can be done by genres or text-based
queries. We save the search log with the corre-
sponding recommender’s utterance as one of the
records of the recommender’s behaviors. When
sending an utterance, recommenders can annotate
it with the referred external knowledge by clicking
the checkbox on the side of each piece of external
knowledge. This tool is displayed only on the rec-
ommender’s screen; therefore, the seekers cannot
see the movie information.

SFigures 4 and 5 show the screenshots of the recom-
mender’s and the seeker’s chatrooms, respectively.

"https://github.com/ku-nlp/
ChatCollectionFramework

8https ://movies.yahoo.co. jp/

Some metadata may be missing.
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# dialogues 1,201

# utterances (R / S) 10,697 /10,317
Avg. # utterances per dialogue 17.5

# movies 739

# workers (R/S) 27146

# searches 5,596

# external knowledge 5,250

# entities (knowledge / interest) 52,586 / 52,246

Table 2: Statistics of RecomMind. R and S denote rec-
ommender and seeker, respectively.

3.2.2 Internal State Annotation Tool

The internal state annotation tool displays the en-
tities to be annotated on the screen of both the
recommenders and the seekers. Entities are auto-
matically extracted from utterances to reduce the
load of workers. We regard noun phrases as en-
tities. Modifiers are extracted together to make
it easier to grasp their meanings. We use linguis-
tic features from the Japanese morphological an-
alyzer Juman++ (Morita et al., 2015; Tolmachev
et al., 2018) and the Japanese syntactic analyzer
KNP (Kurohashi and Nagao, 1994) for entity ex-
traction.

3.3 Statistics

3.3.1 Dialogue and Questionnaire

Table 2 shows the statistics of RecomMind.!* We
collected 1,201 dialogues consisting of an average
of 17.5 utterances. 739 different movies were used
in our dataset, demonstrating the diversity of our
dataset in terms of movie recommendations.

The bottom row in Table 3 shows the question-
naire results. According to the results from Q2, rec-
ommenders frequently suggest movies unknown to

1%We show an example of the collected dialogue in Figure 7.



| Ql Q2 Q3 (M Q4 | Words (1) Ext. K. (1)
/R S R S R S R S| R S -
JMRD - - 394 272 400 383 401 3822380 6.87 1.24
RecomMind (non-enthusiasts) | 2.57 3.66 3.80 158 3.99 427 3.61 447 | 41.90 3148 0.75
RecomMind | 473 354 317 179 429 442 427 451 | 41.07 31.08 0.49

Table 3: Results of the questionnaire and the comparison with JMRD. “Words” indicates the average number
of words per utterance and “Ext. K.” indicates the average use count of external knowledge per recommender’s
utterance. R and S denote recommender and seeker, respectively. “non-enthusiasts” means the results of the
dialogue collection by the recommenders who are not movie enthusiasts. Best results are in bold. The scores for
QI and Q2 are not bolded because a higher (or lower) score does not imply superiority of any kind.

the seeker.

Comparison with JMRD Table 3 also shows
the comparison results with JMRD (Kodama et al.,
2022), a knowledge-grounded recommendation di-
alogue in the same language and domain.!! The
result of Q3 shows that the recommendation pro-
cess is more enjoyable for both recommenders and
seekers in our dataset. The result of Q4 shows that
our recommendations are more successful. No-
tably, the average score of Q4 by seekers improved
from 3.82 to 4.51, highlighting that our dialogues
are high-quality recommendation dialogue.

In terms of the number of words per utterance,
RecomMind has longer utterances than JMRD.
In particular, the seeker’s utterances of Recom-
Mind are more than four times longer than those
of JMRD, which could facilitate the analysis of
the seeker’s internal state. We next compare the
average count of external knowledge use per rec-
ommender’s utterance and observe a decrease from
1.24 t0 0.75 in our dataset. This decrease is because
we did not mandate recommenders to use external
knowledge, except when mentioning movie titles.
We believe that it is unnecessary to link external
knowledge to every utterance because humans only
refer to external knowledge when necessary.

Influence of Recommender’s Movie Knowledge
As noted in Section 3.1.1, we recruited movie en-
thusiasts who watched at least ten movies per year
as recommenders. To verify the effectiveness of
this recruitment, we collected 74 dialogues from
recommenders who watched fewer than ten movies
per year. This data collection followed the same
methodology as described in Section 3.1, except for
the number of movies the recommenders watched.

Table 3 shows the comparison results. The av-
erage score of Q3 by seekers decreased from 4.42

"Figure 6 shows a dialogue example in JMRD.

50

Ist

ond High  Neutral Low ‘ Total
High 20,664 3,084 4,794 | 28,542
Neutral 6,737 1,791 3,583 | 12,111
Low 5,154 1,502 5,277 | 11,933
Total | 32,555 6,377 13,654 | -

Table 4: Statistics of knowledge annotation.

Ist High  Neutral Low‘ Total

2nd

High 28,244 4,338 746 | 33,328
Neutral 11,838 3,716 1,018 | 16,572
Low 1,346 549 451 2,346
Total | 41428 8,603 2215 | -

Table 5: Statistics of interest annotation.

to 4.27, and that of Q4 from 4.51 to 4.47. Further-
more, the scores for Q3 and Q4 by recommenders,
indicating self-evaluation, also decreased from 4.29
to 3.99 and from 4.27 to 3.61, respectively. These
results indicate that movie enthusiasts are likely to
deliver more enjoyable dialogues and recommend
successfully.

While the length of utterances is comparable, the
number of external knowledge used increases from
0.49 to 0.75. This is because the recommenders
who are not movie enthusiasts tend to rely on ex-
ternal knowledge more frequently to compensate
for their lack of knowledge about movies.

3.3.2 Internal State

RecomMind has 52,586 and 52,246 entities anno-
tated with the seeker’s knowledge and interest, re-
spectively. Tables 4 and 5 show the statistics of the
seeker’s internal state annotations. For first-person
knowledge labels, High is the most common, fol-
lowed by Low. The distribution for first-person
interest labels is more imbalanced than knowledge
labels with High being particularly dominant. This



High

(%) Knowledge
100.0
90.0
80.0
70.0
60.0
50.0
40.0
30.0
20.0
10.0
0.0

218 195 218 25.6 266

9.0
10.6
B9 121 12.0

715
67.6 64.7 62.4 61.2

Ratio of each internal state label

1 2 3 4 5

Neutral

(%)
100.0
90.0
80.0
70.0
60.0
50.0
40.0
30.0
20.0

Low

14.5

16.7

19.3
855}

66.2
47.8

Interest

10.7

29.4

60.6

5.2
20.1

74.8

3
13.9

83.0

10.0
0.0
1 2 3 4 5

Recommendation Success Score

Figure 2: Relationship between recommendation success score and the ratio of each internal state label.

is probably because recommenders usually advance
a dialogue toward topics of interest to the seekers.
For second-person labels, the number of Neutral la-
bels increases in both knowledge and interest. This
is because it is difficult for recommenders to judge
the seeker’s internal state of some entities.

We calculate the agreement and Pearson corre-
lation between the first-person and second-person
labels. The agreement is 0.53 for knowledge and
0.62 for interest labels, and the Pearson correlation
is 0.27 for knowledge and 0.21 for interest. This
result indicates that even recommenders, who are
actual dialogue participants, struggle to accurately
estimate the seeker’s internal state. Consequently,
it underscores the value of our dataset, which is
annotated with first-person labels from the seekers
themselves.

Relationship between Knowledge and Interest
We explore the correlation between first-person
knowledge and interest labels for the same enti-
ties. The Pearson correlation coefficient is 0.12,
indicating no correlation. This result means that
knowledge and interest represent different facets of
the internal state.

Contribution of Seeker’s Internal State to Rec-
ommendation Success We investigate the rela-
tionship between the first-person seeker’s internal
state and recommendation success at the dialogue
level. We use the seeker’s answer to Q4 (i.e., “Do
you want to watch the recommended movie?”) as
an indication of recommendation success. Figure 2
shows that dialogues with high recommendation
success scores tend to have more Low knowledge
entities. For interest, on the other hand, dialogues
with high recommendation success scores tend to
have more High interest entities.
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Knowledge Interest | v X
High High 3.61 3.1
High Low 3,59  3.61
Low High 3.72%  3.53
Low Low 356 3.61

Table 6: Difference in recommendation success score
by each entity. v and X denote the presence and ab-
sence of the entity in the utterance, respectively. The
asterisk (*) indicates that the difference is statistically
significant at the p = 0.05 level. Wilcoxon rank-sum
test is used as a statistical test.

We next analyze the dialogues with entities of
Low knowledge and High interest in comparison
with those dialogues without these kinds of entities.
The average recommendation success score for the
former dialogues is 4.59, while that for the latter
dialogues is 4.18. Student’s ¢-test result reveals that
the difference is statistically significant at the p =
0.05 level. The above analysis results indicate it is
important in recommendation dialogues to identify
and mention the topics where the seeker has no
knowledge but has an interest.

Next, we explore the relationship between the
first-person seeker’s internal state and recommen-
dation success at the utterance level for detailed
analysis. To this end, we randomly selected 1,000
pairs of recommender’s utterances and preceding
dialogue context from our constructed dataset. We
then ask crowdworkers to evaluate whether the ut-
terance makes the interlocutor interested in watch-
ing a movie, using a 5-point Likert scale (5 is the
best). Three workers evaluate each utterance, and
the scores are averaged. Table 6 shows the results.
The score is high when the recommender’s utter-
ance includes entities with Low knowledge and
High interest. The above results confirm that the



(Input)
{Task instruction}
{Few-shot examples }

(Input)
{ Task instruction }

## Movie information

## Dialogue history ## Dialogue history
you: Recently, I watched Top Gun: Maver-
ick and the Avengers series, and both were
really good.

user: I watched Top Gun a long time ago!
Is it a sequel or something?

really good.

## Your answer
### Step 1.

## Your answer

(Output)

{Few-shot examples}

## Movie information

you: Recently, I watched Top Gun: Maver-
ick and the Avengers series, and both were

user: I watched Top Gun a long time ago!

Is it a sequel or something?

Organizing User’s Level of
Knowledge and Interest

(Input)
{ Task instruction}
{Few-shot examples }

## Movie information
## Dialogue history

you: Recently, I watched Top Gun: Maver-
ick and the Avengers series, and both were
really good.

user: I watched Top Gun a long time ago!
Is it a sequel or something?

## Your answer
### Step 1. Organizing User’s Level of
Knowledge and Interest

Yes, Top Gun: Maverick is a sequel to the
(Output)

original Top Gun movie.

- /

(a) Baseline

-

Top Gun: Maverick: low, high
Avengers series: neutral, neutral

Top Gun: high, high
### Step 2. Generating Response
Absolutely, Top Gun: Maverick is a sequel

to the classic Top Gun. It’s definitely worth

watching if you enjoyed the first one!

Top Gun: Maverick: low, high
Avengers series: high, high

Top Gun: high, high
#it# Step 2. Generating Response

(Output)
Indeed, “Top Gun: Maverick” is not just a

sequel; it’s a masterfully crafted homage to

the original “Top Gun,” seamlessly blending

/

nostalgia with cutting-edge cinematography

(b) CoThst

and storytelling.

- j

(c) CoTist(oracle)

Figure 3: Overview of our proposed method. Baseline directly generates a response, depicted in gray . C'oT}

first estimates the seeker’s internal state, depicted in blue , and then generates a response referring to the estimated
internal state. C'oT;(oracle) is the almost same as C'oT} 5, but is given the correct seeker’s internal state in the

test example.

recommender can effectively recommend by men-
tioning entities the seeker does not know but is
interested in, even at the utterance level.

4 Experiment

The analysis in Section 3.3.2 suggests the impor-
tance of understanding the seeker’s internal state
at the entity level. Thus, we propose a response
generation framework that explicitly considers the
seeker’s internal state at the entity level. In this sec-
tion, we describe our proposed method and verify
its effectiveness.

4.1 Proposed Method

We propose a LLM-based response generation
framework that explicitly considers the seeker’s
internal state labels by applying Chain-of-Thought
(CoT) prompting (Wei et al., 2022). Figure 3 shows
an overview.'? The baseline method presented in
Figure 3a is fed with task instruction, few-shot
examples, movie information, and dialogue his-

2prompts for Baseline and C'oT 4, including the task
instructions and few-shot examples are shown in Figures 8
and 9 in the Appendix.
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tory as inputs and generates a response that fol-
lows the dialogue history. As shown in Figure 3b,
our proposed method, C'oT 4, first extracts entities
from the dialogue history and then estimates the
seeker’s level of knowledge and interest in each
entity at three levels: High, Neutral, and Low. Af-
ter that, C'oT’ 5 generates a response referring to
the estimated internal state as well as inputs. In
the baseline method, each few-shot example com-
prises the movie information, dialogue history, and
response. In the proposed method, in addition to
these elements, the seeker’s internal state for all
entities within each dialogue history is added. The
seeker’s internal state of each entity is represented
by a triplet that consists of the entity, a first-person
knowledge label, and a first-person interest label,
such as “Titanic: low, high.” As an ablation study,
we introduce C'0T} 4 (oracle), which is the same as
CoT s but is given the correct first-person labels
of the seeker’s internal state in the test example. We
also experiment with C'oT%,,4 and C'oTs,,4(oracle),
which use second-person labels to represent the
seeker’s internal state.



Model Consistenc Seeker’s  Seeker’s Tailored Recommendation

y Knowledge  Interest Information Success
CoTist 52.2% 51.5 52.5% 514 52.1%
CoTona 51.4 52.1% 52.2% 52.3% 51.3
CoTist(oracle) 54.5% 54.2% 54.8% 55.0% 56.0%
CoTapa(oracle) 53.0%* 51.6 53.0* 52.7% 53.5%

Table 7: Results of the response generation. The asterisk (*) indicates that the difference is statistically significant

at the p = 0.05 level using a binomial test.

4.2 Experimental Settings
4.2.1 Base Model

We use GPT-4 (gpt-4-0613) (OpenAl, 2023),
which achieves outstanding performance on var-
ious language-related tasks, as the base model for
all methods. We selected GPT-4 because of its re-
markable performance in JGLUE (Kurihara et al.,
2022), the general natural language understanding
benchmark for Japanese.'?

4.2.2 Dataset

We randomly split the collected dialogues into
85%:15% for training and test data, respectively.
We selected the candidates for few-shot examples
from the training data based on the following two
criteria: (1) including all types of entity labels for
knowledge and interest within the dialogue context,
and (2) ensuring that the response incorporates an
entity with Low knowledge and High interest. The
second constraint is based on the findings in Sec-
tion 3.3.2, and was established to use higher-quality
responses as few-shot examples. Consequently, we
obtained 217 few-shot examples for C'oT} 4 and
150 few-shot examples for C'oT5,,4. As for the test
example, we randomly selected 500 examples from
the test split only using the first criterion. For each
test example, we then randomly chose two few-shot
examples from the candidate pool.

4.3 Result

We conduct a human evaluation to assess the qual-
ity of the responses generated by the proposed
methods. Specifically, we present the responses
of each method in Section 4.2.1 and the base-
line method to crowdworkers along with the corre-
sponding dialogue history. Subsequently, we ask
the crowdworkers to select which response is supe-
rior concerning the following five evaluation met-
rics.

Bhttp://nejumi.ai/
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Consistency The response is consistent with dia-
logue history.

Seeker’s Knowledge The response considers the
seeker’s level of knowledge.

Seeker’s Interest The response considers the
seeker’s level of interest.

Tailored Information The response provides
more information that the seeker does not
know but is interested in.

Recommendation Success The response is more
likely to entice the seeker to watch the recom-
mended movie.

Table 7 shows the win rates against the baseline.
Our proposed methods, CoT s and CoTs,,4, out-
performed the baseline in all the metrics. Notably,
the difference was statistically significant in Con-
sistency, Seeker’s Interest, and Recommendation
Success for CoTg, and in Seeker’s Knowledge,
Seeker’s Interest, Tailored Information for CoT5,,,.

In addition, when correct labels were provided
for the seeker’s internal state estimation, there was
a further improvement in the win rate. Notably,
CoTst(oracle) exhibited a higher win rate than
CoTynq(oracle), indicating that considering the
first-person (i.e., actual) seeker’s internal state is
effective in generating responses.

5 Conclusion

We constructed RecomMind, a recommendation di-
alogue dataset that features both first- and second-
person annotations of the seeker’s internal state
at the entity level. Our dataset also has engaging
dialogues with longer seeker’s utterances, charac-
terized by high scores in dialogue enjoyment and
recommendation success. We also proposed a re-
sponse generation framework that explicitly consid-
ers the seeker’s internal state, applying Chain-of-
Thought prompting to our task. The experimental
results showed that our proposed method could



generate responses that are more consistent and
tailored to the seeker than the baseline method.

Our dataset has diverse and fine-grained anno-
tations, which are useful for various tasks such as
internal state estimation, external knowledge selec-
tion, and dialogue response generation. We hope
our dataset will be useful for future research on
recommendation dialogues.

6 Limitations

We acknowledge certain limitations in our study.
Firstly, our analysis was conducted solely on a sin-
gle dialogue dataset in Japanese. While similar to
many other NLP studies that are conducted exclu-
sively in English, our research in a single language
(i.e., Japanese) holds both practical and theoret-
ical significance. However, it remains uncertain
whether our conclusions can be generalized to do-
mains beyond movie recommendations. Secondly,
the reliability of the seeker’s internal state labels
remains an ongoing challenge. Incorporating addi-
tional labels from third parties who are not involved
in the dialogue, such as crowdworkers, represents
a promising approach to verifying reliability.

7 Ethical Considerations

Prior to data collection, workers are required to
thoroughly read and sign a consent form outlin-
ing the data collection process. The consent form
clearly explains the content and purpose of the data
collection, the expected time commitment, workers’
rights, how personal information will be handled,
the possibility of sharing data with third parties,
and detailed information regarding the use of data
for research purposes. Workers’ rights include the
ability to withdraw from participation at any time,
as well as the right to request the deletion of their
data.

Additionally, it is explicitly stated that our col-
lected data, such as dialogue text and questionnaire
results, will be made publicly available under the
CC BY 4.0 license. Contact information is also
provided, allowing workers to inquire about the
use of their data.

Workers are also required to carefully read the
data collection manual prior to the data collection
process. The manual contains detailed instructions
regarding the procedures for data collection, as
well as guidelines on the handling of personal in-
formation (e.g., the prohibition of providing any
information that could lead to the identification of
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individuals). All dialogues will be collected in an
anonymized format and conducted via our dedi-
cated website.

The average time required for each dialogue col-
lection session is approximately 30 minutes. Rec-
ommenders were compensated 800 JPY per di-
alogue and seekers were compensated 700 JPY.
This compensation exceeds the current minimum
wage in Tokyo (1,163 JPY per hour), ensuring fair
pay. The difference in compensation between the
roles reflects the additional tasks assigned to rec-
ommenders.

8 Acknowledgements

We would like to thank anonymous reviewers for
their insightful comments. This work was sup-
ported by NII CRIS collaborative research program
operated by NII CRIS and LINE Corporation. This
work was also supported by JST, CREST Grant
Number JPMJCR20D2, Japan and JSPS KAK-
ENHI Grant Number JP22J15317.

References

Cristian-Paul Bara, Sky CH-Wang, and Joyce Chai.
2021. MindCraft: Theory of mind modeling for situ-
ated dialogue in collaborative tasks. In Proceedings
of the 2021 Conference on Empirical Methods in
Natural Language Processing, pages 1112-1125,
Online and Punta Cana, Dominican Republic. Asso-
ciation for Computational Linguistics.

Tom Brown, Benjamin Mann, Nick Ryder, Melanie
Subbiah, Jared D Kaplan, Prafulla Dhariwal,
Arvind Neelakantan, Pranav Shyam, Girish Sastry,
Amanda Askell, Sandhini Agarwal, Ariel Herbert-
Voss, Gretchen Krueger, Tom Henighan, Rewon
Child, Aditya Ramesh, Daniel Ziegler, Jeffrey
Wu, Clemens Winter, Chris Hesse, Mark Chen,
Eric Sigler, Mateusz Litwin, Scott Gray, Benjamin
Chess, Jack Clark, Christopher Berner, Sam Mc-
Candlish, Alec Radford, Ilya Sutskever, and Dario
Amodei. 2020. Language models are few-shot learn-
ers. In Advances in Neural Information Processing
Systems, volume 33, pages 1877-1901. Curran As-
sociates, Inc.

Yuya Chiba, Masashi Ito, Takashi Nose, and Akinori
Ito. 2014. User modeling by using bag-of-behaviors
for building a dialog system sensitive to the inter-
locutor’s internal state. In Proceedings of the 15th
Annual Meeting of the Special Interest Group on
Discourse and Dialogue (SIGDIAL), pages 74-78,
Philadelphia, PA, U.S.A. Association for Computa-
tional Linguistics.

Aakanksha Chowdhery, Sharan Narang, Jacob Devlin,
Maarten Bosma, Gaurav Mishra, Adam Roberts,



Paul Barham, Hyung Won Chung, Charles Sutton,
Sebastian Gehrmann, Parker Schuh, Kensen Shi,
Sasha Tsvyashchenko, Joshua Maynez, Abhishek
Rao, Parker Barnes, Yi Tay, Noam Shazeer, Vin-
odkumar Prabhakaran, Emily Reif, Nan Du, Ben
Hutchinson, Reiner Pope, James Bradbury, Jacob
Austin, Michael Isard, Guy Gur-Ari, Pengcheng
Yin, Toju Duke, Anselm Levskaya, Sanjay Ghe-
mawat, Sunipa Dev, Henryk Michalewski, Xavier
Garcia, Vedant Misra, Kevin Robinson, Liam Fe-
dus, Denny Zhou, Daphne Ippolito, David Luan,
Hyeontaek Lim, Barret Zoph, Alexander Spiridonov,
Ryan Sepassi, David Dohan, Shivani Agrawal, Mark
Omernick, Andrew M. Dai, Thanumalayan Sankara-
narayana Pillai, Marie Pellat, Aitor Lewkowycz,
Erica Moreira, Rewon Child, Oleksandr Polozov,
Katherine Lee, Zongwei Zhou, Xuezhi Wang, Bren-
nan Saeta, Mark Diaz, Orhan Firat, Michele Catasta,
Jason Wei, Kathy Meier-Hellstern, Douglas Eck,
Jeff Dean, Slav Petrov, and Noah Fiedel. 2022.
Palm: Scaling language modeling with pathways.

H.H. Clark. 1996. Using Language. Cambridge Uni-
versity Press.

Emily Dinan, Stephen Roller, Kurt Shuster, Angela
Fan, Michael Auli, and Jason Weston. 2019. Wizard
of wikipedia: Knowledge-powered conversational
agents. In International Conference on Learning

Representations.

Shirley Anugrah Hayati, Dongyeop Kang, Qingxi-
aoyang Zhu, Weiyan Shi, and Zhou Yu. 2020. IN-
SPIRED: Toward sociable recommendation dialog
systems. In Proceedings of the 2020 Conference on
Empirical Methods in Natural Language Processing
(EMNLP), pages 8142-8152, Online. Association
for Computational Linguistics.

Meihuizi Jia, Ruixue Liu, Peiying Wang, Yang Song,
Zexi Xi, Haobin Li, Xin Shen, Meng Chen, Jinhui
Pang, and Xiaodong He. 2022. E-ConvRec: A large-
scale conversational recommendation dataset for E-
commerce customer service. In Proceedings of
the Thirteenth Language Resources and Evaluation
Conference, pages 5787-5796, Marseille, France.
European Language Resources Association.

Tomoyuki Kajiwara, Chenhui Chu, Noriko Take-
mura, Yuta Nakashima, and Hajime Nagahara. 2021.
WRIME: A new dataset for emotional intensity
estimation with subjective and objective annota-
tions. In Proceedings of the 2021 Conference of
the North American Chapter of the Association
for Computational Linguistics: Human Language
Technologies, pages 2095-2104, Online. Associa-
tion for Computational Linguistics.

Dongyeop Kang, Anusha Balakrishnan, Pararth Shah,
Paul Crook, Y-Lan Boureau, and Jason Weston.
2019. Recommendation as a communication
game: Self-supervised bot-play for goal-oriented di-
alogue. In Proceedings of the 2019 Conference on
Empirical Methods in Natural Language Processing
and the 9th International Joint Conference on

55

Natural Language Processing (EMNLP-IJCNLP),
pages 1951-1961, Hong Kong, China. Association
for Computational Linguistics.

Takashi Kodama, Ribeka Tanaka, and Sadao Kuro-
hashi. 2022.  Construction of hierarchical struc-
tured knowledge-based recommendation dialogue
dataset and dialogue system. In Proceedings of the
Second DialDoc Workshop on Document-grounded
Dialogue and Conversational Question Answering,
pages 83-92, Dublin, Ireland. Association for Com-
putational Linguistics.

Kentaro Kurihara, Daisuke Kawahara, and Tomohide
Shibata. 2022. JGLUE: Japanese general lan-
guage understanding evaluation. In Proceedings of
the Thirteenth Language Resources and Evaluation
Conference, pages 2957-2966, Marseille, France.
European Language Resources Association.

Sadao Kurohashi and Makoto Nagao. 1994. A syn-
tactic analysis method of long Japanese sentences
based on the detection of conjunctive structures.
Computational Linguistics, 20(4):507-534.

Raymond Li, Samira Kahou, Hannes Schulz, Vincent
Michalski, Laurent Charlin, and Chris Pal. 2018.
Towards deep conversational recommendations. In
Proceedings of the 32nd International Conference on
Neural Information Processing Systems, NIPS’18,
pages 9748-9758, Red Hook, NY, USA. Curran As-
sociates Inc.

Zeming Liu, Haifeng Wang, Zheng-Yu Niu, Hua Wu,
Wanxiang Che, and Ting Liu. 2020. Towards con-
versational recommendation over multi-type dialogs.
In Proceedings of the 58th Annual Meeting of the
Association for Computational Linguistics, pages
1036-1049, Online. Association for Computational
Linguistics.

Chiaki Miyazaki, Ryuichiro Higashinaka, Toshiro
Makino, and Yoshihiro Matsuo. 2013. Estimating
callers’ levels of knowledge in call center dialogues.
In INTERSPEECH 2013, pages 2866-2870, Lyon,
France.

Seungwhan Moon, Pararth Shah, Anuj Kumar, and
Rajen Subba. 2019. OpenDialKG: Explainable
conversational reasoning with attention-based walks
over knowledge graphs. In Proceedings of
the 57th Annual Meeting of the Association for
Computational Linguistics, pages 845-854, Flo-
rence, Italy. Association for Computational Linguis-
tics.

Hajime Morita, Daisuke Kawahara, and Sadao Kuro-
hashi. 2015. Morphological analysis for un-
segmented languages using recurrent neural net-
work language model. In Proceedings of the
2015 Conference on Empirical Methods in Natural
Language Processing, pages 2292-2297, Lisbon,
Portugal. Association for Computational Linguis-
tics.

OpenAl. 2023. GPT-4 Technical Report.



David Premack and Guy Woodruff. 1978. Does the
chimpanzee have a theory of mind? Behavioral and
Brain Sciences, 1(4):515-526.

Arseny Tolmachev, Daisuke Kawahara, and Sadao
Kurohashi. 2018. Juman++: A morphologi-
cal analysis toolkit for scriptio continua. In
Proceedings of the 2018 Conference on Empirical
Methods in Natural Language Processing: System
Demonstrations, pages 54-59, Brussels, Belgium.
Association for Computational Linguistics.

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten
Bosma, brian ichter, Fei Xia, Ed H. Chi, Quoc V
Le, and Denny Zhou. 2022. Chain of thought
prompting elicits reasoning in large language mod-
els. In Advances in Neural Information Processing
Systems.

Wenquan Wu, Zhen Guo, Xiangyang Zhou, Hua
Wu, Xiyuan Zhang, Rongzhong Lian, and Haifeng
Wang. 2019. Proactive human-machine conversa-
tion with explicit conversation goal. In Proceedings
of the 57th Annual Meeting of the Association for
Computational Linguistics, pages 3794-3804, Flo-
rence, Italy. Association for Computational Linguis-
tics.

Susan Zhang, Stephen Roller, Naman Goyal, Mikel
Artetxe, Moya Chen, Shuohui Chen, Christopher De-
wan, Mona Diab, Xian Li, Xi Victoria Lin, Todor Mi-
haylov, Myle Ott, Sam Shleifer, Kurt Shuster, Daniel
Simig, Punit Singh Koura, Anjali Sridhar, Tianlu
Wang, and Luke Zettlemoyer. 2022. Opt: Open pre-
trained transformer language models.

Kun Zhou, Yuanhang Zhou, Wayne Xin Zhao, Xiaoke
Wang, and Ji-Rong Wen. 2020. Towards topic-
guided conversational recommender system. In
Proceedings of the 28th International Conference
on Computational Linguistics, pages 4128-4139,
Barcelona, Spain (Online). International Committee
on Computational Linguistics.

56



A Instruction for Workers

Below are the detailed instructions we distributed
to workers.

Instruction for recommenders and seekers

Do not participate in both roles in the same
dialogue.

Avoid dull and boring responses such as “Yes”
and “I see.”

Avoid responses containing personal data.

Avoid responses about this dialogue collection
task itself.

Do not use emoticons.
Instruction for recommenders only

¢ Select recommended movies from the movie
search tool.

May recommend movies that the seeker has
already watched. In that case, however, try to
recommend to make the seeker want to watch
it again.

Avoid too enthusiastically recommending
movies you would like to recommend, ignor-
ing the knowledge and interests of the seeker.

Try to elicit sufficient information from the
seeker and recommend movies you want that
person to watch.

Avoid short-sighted recommendations, such
as “Ask only the genre of the movie the seeker
like (action, romance, etc.) and recommend
one movie from that genre.”

Instruction for seekers only

* Actively ask questions about what you do not
know or understand.

* Avoid requesting recommendations for recent
movies (e.g., movies that are in theaters).

* Actively communicate what you know (or do
not know) and what you are interested in (or
not interested in) to the recommender.

B Dialogue Collection System Interface

Figures 4 and 5 show the screenshots of the dia-
logue collection system interface for the recom-
mender and the seeker, respectively.
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C Dialogue Examples

Figures 6 and Figure 7 show dialogue examples in
JMRD and RecomMind, respectively.

D Prompt Templates

Figures 8 and 9 show the prompt templates for the
Baseline and CoT14, respectively. We used En-
glish for task instructions because we observed that
responses were of higher quality when task instruc-
tions were given not in Japanese but in English in
our preliminary experiment. However, we used
Japanese for both the few-shot and test examples to
maintain consistency with the dialogue language.
We set the maximum number of utterances in the
dialogue history to four.

E Analysis of Seeker’s Internal State
Estimation

In this section, we analyze the results of the
seeker’s internal state estimation, which is an in-
termediate task in our proposed framework. We
consider the results divided into entity extraction
and internal state classification.

E.1 Entity Extraction

We use precision and recall scores for exact
matching as strict evaluation metrics and use the
character-level F1 score as a lenient evaluation
metric. To calculate the character-level F1 score,
we first calculate the maximum character-level F1
score between each gold entity and the predicted
entities. Then, we compute the average of these
maximum values across all gold entities.

The precision and recall scores for the C'oT
were observed to be 44.1 and 47.8 respectively,
while the C'oT5,,4 yielded scores of 42.7 and 46.3.
These figures are relatively low, indicating a chal-
lenge in the model’s ability to estimate the pre-
cise spans of entities, particularly in terms of deter-
mining which modifiers should be included within
the entity span. In contrast, the character-level F1
scores for the respective models exhibited higher
values, achieving 76.2 and 76.1. This disparity
in performance suggests that while the model en-
counters difficulties with precise entity span estima-
tion, it is relatively adept at estimating approximate
spans.

E.2 Seeker’s Internal State Classification

We assess the classification performance of the
seeker’s internal state labels for successfully ex-
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Knowledge Interest
High  Neutral Low \ High  Neutral Low
CoTst 74.2 99 49.5 | 84.7 23.1 269
Recommender | 70.4 144 464 | 763 27.6 25.5
CoTona 73.1 142 47.8 | 83.0 204 228
Recommender | 72.2 16.5 39.8 76.6 281 192

Table 8: Results of seeker’s internal state classification.

tracted entities using F1 score metric.

Table 8 shows the results. In the context of
knowledge and interest estimation, C'oT}4 and
CoT5,q demonstrated superior accuracy in pre-

dicting High and Low levels compared to human
interlocutors (i.e., recommenders). However, for
Neutral, humans outperformed these models, indi-
cating potential areas for further improvement. Ad-
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R1: CAICH(E (Hello.)

S1: CAICBF. KBUKBRFELLET ! (Hello. Nice to meet you!)

R2: PRI v —X /LT R — AFE1D TWLEI N ? (Do you know “Avengers: Endgame''?)

S2: F1 MLZEWEZ ENVGBDIEETT « - - (1 have only heard of the title...)

R3: C DBR[E| (320194 (C AR EHU/ZBREI T 9 (This movie was released in 2019.)

$3: 12BIFEE, PAUDDMRE TI N ? (Got it. Is it an American movie?)

R4: 77 AV 73T 27> 3 > BREIT I (It's an American action movie.)

S4: RECAFEDKDBRETATUL DN ? (What are some of the highlights?)

RS: BIEDH J AEWDSEANNBDTIN, AEHZLTH ) RTILBEND ECBENHETBTY (The highlight is
when the heroes gather to confront Thanos, who is an alien villain.)

S5: 1RBIFEE | FEHTEWARDIAITEND A R—U—IRDTI M ? (Isee! Is this a story of battles in space?)
R6: LVYD, EEE(LHBBRT I (No, it takes place on Earth.)

S6: LIRD &, HEK(CEBZNA ST DDTIA - « . (Then, the villain will attack the earth...)

R7: €D TI1, FEEMUNGEEEH D ET (Yes, there are some scary moments.)

ST MLDTIN - - - FAFIRS—REBFTIN, 77U 3> REFETTY. OISIRIEETEREUATRSN
BDCTULLDMN? (Isitscary...? | don't really like horror movies, but | like action ones. Would | be able to enjoy watching it?)

R8: IRT—D K DIRAME(FIRNDT, BUATRESND EBUVET (Itis not scary like horror movies, so | think you will
enjoy watching it.)

S8: IRBEFE | HIREE—O—EDREIV, DUTIULZEDTIR! (Good! The fight between Thanos and the heroes
sounds exciting!)

R9: TR TLIZE L | (Please watch it!)

S9: ([FW 1 SER L > BILEFTATECITKWAINHDIDT, PRI —X/IT> RG—L%EL2FILUTHZVNER
UL\ET | (Yes! I'll have a chance to go to the video store soon and rent “Avengers: Endgame!)

R10: DM EDS T EUVVE U (Thank you very much.)

S10: 255 %, BERIBHRSDMNEDSTEIUVVEUIZ ! (Thank you very much, too, for this valuable information!)

Figure 6: A dialogue example in JMRD. R and S denote the recommender and seeker, respectively.

ditionally, when comparing C'oT14 and CoTs,4,
CoTie generally achieved higher accuracy, sug-
gesting the effectiveness of utilizing the first-person
labels.

Furthermore, knowledge and interest were esti-
mated with relatively high accuracy for the High
category. Conversely, the Low category exhibited
lower accuracy, particularly regarding interest esti-
mation. This lower performance is likely due to the
imbalanced distribution of labels within the dataset.
However, the primary focus of this study remains
on the accurate identification of topics with High in-
terest in the context of recommendation dialogues
rather than the identification of Low interest topics.
Consequently, this finding does not significantly de-
tract from the overall utility of our proposed frame-
work in recommendation scenarios.

F Case Study

Table 9 shows an example of response generation in
the Baseline and CoTig. Unlike the Baseline,
the CoT1s considers that the interlocutor lacks
knowledge about “Japanese action actors” and pro-
vides information about famous Japanese action
actors, such as Ken Takakura and Shinichi Chiba.

59



Knowledge Interest
logue
RL: CAICHEF. KBUKBRANLET. (Hello. to meet you.) - B B - -
S1: C55C TR B U< BBNVELET, BHR. BEIFTE(C D % LIZh" (Nice to meet you too! Have you watched any movies recently?) B (movies) High| High| High| High
R2: BHTOME TEF 1 U—TUHEED [shesaid) ZHF L. RECEI<BEEZEDEMHVEOT, SERAR-U—EESHDLNSRKUHBMEE  [she said) (“She said”) High| High| High| High
FUZWVRERS TWVET . (In the latest movie, | watched “She said,” starring Carey Mulligan. It's one of the recent movies based on a true story. I've been watching a lot of FFE(CH D <IREZE WS C & (watching a ot of movies based on
movies based on true stories, so now I'm looking for something enjoyable with a good story.) true stories) High|  High|  High| High
—— P & -
R =Y -6 DN 55 U ZBRE (something enjoyable with vigh|  High|  High|  High
a good story)
S2:2B(FE, RECED<MRBEEBRTHSNZDOTIN, [Shesaid) BB EHRNDT, BHRHAHOET, A—U—ZERUDHBIMEESER(E. P2AIC  FEE(CHE < BRE (movies based on true stories) High High| High| High
BOFEFTH. [UAZ/— —] BZFELTINMAATETSICELHET L. DEOIENETEFRMRATT . (I see, you've been watching movies based on IShe saidJ (“She said”) High High| High| High
true stories. | haven't seen "She said" yet, so I'm interested. If you're looking for a movie with an enjoyable story, although it's an animation, are you familiar with “Coco”? It's — -
enjoyable even for adults, and the young boy's singing voice is really beautiful.) A h— U= RS (2 movie with an enjoyable story) G| GIEl| Gl G
7= (an animation) High|  High | Neutral | Neutral
[JA>)(—« =—] (“CoCo”) High Low | Neutral | High
/DEEDIRES (the young boy's singing voice) High Low| High| High
3T RFHFEDEFRNDT TUA)(— - Z—] BHSBNTY. REVIRHNHBIMREFAFETT. EDXDEAM—U—TIH? (I don't usually watch F =X (animations) High High | Neutral | Neutral
animations, so I'm not familiar with "Coco". | love movies with beautiful songs. What's the story about?) XS =—1 (Coco) Tow|tow | Neatral|Figh
SRIHIZBRN' S5 2 AT (movies with beautiful songs) High| High| High| High
R3: AFSINEWETY . v EBIETVEN. [FEDB] (AFZITHAZES, £FBCLOBUENNSESEB)C. TE LVAG AFZ T (Mexico) High| High| High | Neutral
BNOEFICHEDS EWSZh—U—TTF. (it's setin Mexico. It's about a boy who dreams of becoming a musician and on the Day of the Dead, a tradition in Mexico where gz (the stage) High High | Neutral | Neutral
people celebrate and remember their ancestors, he ends up in the land of the dead and meets his ancestors.) — =
231—2 v > %ZBEEY D (a boy who dreams of becoming a
High|  Low| High | Neutral
musician)
[EEDB] (AFSITHEEZEY. £33 EOECEDD
BEASEEB) (“the Day of the Dead” (a tradition in Mexico where. Low Low | Neutral | Neutral
people celebrate and remember their ancestors)
FEEDE (the land of the dead) High|  tow | Neutral | Neutral
SaT=A, ERMVTEBRU TWELDEBNCHARBE TS £ 0 EBFELE, AFSONBEAESZD. EEOEEWSDOHRDRHMBEKDNRNDTI A, 7= (an animation) High High | Neutral | High
PHNCEESNEND ES U TR DK T I DY (The setting seems much more grand than | imagined for an animation. I'm surprised. Having Mexico as the stage XS (Mexico) High High | High | Neutral
and the concept of the land of the dead is quite beyond imagination. Is the overall visual tone more on the serious side?) —
$8E (the stage) High High | Neutral | Neutral
SEEDHE (the concept of the land of the dead) High|  Low | Neutral | Neutral
2RMCEBSNEND ES U T IR DI (the overall
High | Neutral | Neutral | Neutral
visual tone more on the serious side)
R&: VWX TEEDH] EWVSE, BLAULLWAX—IHBINELNERAN . AFSITREETEPRZVABLBOTY, ERFRMALHBETESEIH)SIE  [FEEDH] (the Day of the Dead) Low Low | Neutral |  High
[CHRABDSHPBTE, BAMLBEZHD, HAIVOREZLEDE, ETERPEHRBDTY., BRETE, [SEEDH] © [FEEOE] BETEIZNVCHD F S
2 , © 4 g 42 LW\ A A= (a somber image) High| _ High | Neutral | Neutral
NTVET, FEOETE, HABHAIVERDTIN, ETENDNK T, TENIABENS> THTLITELLTT.  (Not at all! Although there is a somber e ) g il LR Cial LT
image when it comes to the Day of the Dead, it's actually a very vibrant tradition in Mexico. On a flashy altar where orange stands out, there is the decoration of pictures of FABUVELE (vibrant tradition) low| Low| High | Neutral
ancestors, flowers, and food, among other things, and the act of dressing up as skeletons, making it a very lively scene. It's all very lively. In the movie, the Day of the Dead and the  SGHBDDSRI°S7E. F/¥) (photos of ancestors, flowers, and food) High| _ High | Neutral | _High
land of the dead are depicted in a very comical way. The skeletons are cute and each has its own personality, making it fun to watch.) T TR (dressing up as skeletons) High|Low | righ| Neutral
FEEDE (the land of the dead) Low Low High High
73+ D' (The skeletons) High| Low| High| High
S5: AA IVETEMENTI M FIXIVFEBITET. FORTHE<RDELRL. TABPTLEDNI 21— TIADBAESRBZONTTLKRUCIRD S+ IWE (Skeletons) High Low| High| High
. (Skeletons with personalities? This i getting beyond what | imagined, and | definitely want to watch it now. 'm very curious about what happens with the boy's dream of | JZEgy= 7 — 5517 > /0B (the boy's dream of becoming 3
becoming 2 musician.) rousician) High|  Low| High| High
Rs: DEASTHNTNBZ1—ZS v AN, ZOZ1—JS v 2 OREMBLTVBOTI N, [FRZEIE] OFECTESLOT, BNTRALTLELEZ. HTHNTVSBZ1— 4> (a musician) High | Neutral | High | Neutral
REOET, TOZ1-IS v CROEHCEEISFANCMET. TOEECHFORENERSNGDOTIN, 3T <EARATT &I (The boy admires s 2g>=7 — 5 1 S 08 s songs) AR
musician and practices his songs, but he grows up in a family that has banned music, so he practices in secret. In the land of the dead, he enters a music contest to meet that o — -
musician. His singing voice is revealed during the contest, and it's incredibly beautifull LEJ ODFREE (a family that has banned music) Low | Neutral| _High | Neutral
BRI T A K (a music contest) High|  Low| High | Neutral
DEDHFE (His singing voice) Low | Neutral | High| High
SeRRMREECRODFEFITH, TOVEDBEIBYE L TV DDIELRIMF LA T I H'? (Getting back to reality for a moment, is the boy's voice provided by a famous TDEDFS (the boy's voice) Low High| High| High
singer?) BRIZHRTF (a famous singer) High| High| High| High
ReFASFCERBATURD. POV~ - IHFLREVWSHBISHDODELESITY, PV RN TINSHFPHEZEIRL. AR VEOBEHEPT 72 VU— - I2HFLRENS HE15ERODIE (Anthony Gonzalez, a L High|  High
AUHDRST, SRS E(CHERL TLVEZS T, (I wasn't aware of this, but it turns out his voice is provided by Anthony Gonzalez, a boy who was 15 at the time.  a boy who was 15 at the time.) ow o ig gl
Anthony has been pursuing a career in singing and acting from a young age, appearing in Spanish-language programs, American dramas, and short films.) > U=— (Anthony) Tow| tow| High| Figh
IMFAOHHE (singing and acting) High High | Neutral | High
ANRA ZEBOBECT AV DO RS, J2IEIRE (Spanish-
Low Low | Neutral | Neutral
language programs, American dramas, and short films.)
S7ESRATIRIRBDEALRZDOEDDPENRS TNBRAT FITFIMESL<RDET . PELIHIERESLESFrANINBIDOTIN? (Really! It's  BRBIDEALRZTDEDDIE (a boy resembling the movie's wian | Hian | Hiah|  High
even more intriguing to know that a boy resembling the movie's protagonist is singing. Are there other characters who sing in the movie?) protagonist is singing) " 7 9] 7
& S7=5F 7 X N (characters who sing in the movie) Low| tow| High| High
RZ(EV PEDBTHINDZ1—SS v > DFSVILA, EEDE [CHENTEF—EWSHAIYTY ., NII—HREEDEEZRALTINBOTIN,. PEOHTHINOI1—TS v > OF VLA, HEDET—
NIH—OWEEPNENTNEET. ZUT, BEICE. BEDFORNIERRLCLOZONESND. BECEZORNFELEN, DFFIERCERER  #HITRSINTF—EWDH AV (De la Cruz, the musician the boy Low Low| High| High
LBTENTEBLSICIRBATT . (Yes, there's De la Cruz, the musician the boy idolizes, and Hector, a skeleton he sings with in the land of the dead. Hector guides him idolizes, and Hector, a skeleton he sings with in the land of the dead)
through the land of the dead, and Hector's secret s revealed. In the end, it's revealed why the boy's family banned music, and the ban i lfted, allowing the boy to freely enjoy  “~%&— (Hector) Tow| tow| High| High
music.
] FEHDIE (the land of the dead) High|  Low| High | Neutral
NI —DWE (Hector's secret) Low | Neutral | High | High
DEEDR (the boy's family) Low| Low| High| High
ZDHE (the ban) Low Low| High | High
SBHENNC. \FE S IEBRERICED ETBTY . HAIVORE. EVWSDOEREDHRNL. BNDOZ1—SSv > OREBDERELHTI L. &> 1F7Z > 7232 (why music was banned) Low Low| High| High
ZLARTHEWERNE T 520 CERGI/NTIREA Y ZF)LTIH? (Indeed, I'm curious about why music was banned. The skeleton's secret sounds intriguing, and 35 ¢ =\wopiya (The skeleton's secret) Low Low| High| High
'm looking forward to hearing the idolized musician's songs. 'l watch it soon! Are all the songs in the movie original?) ——
BNDZ 12—+ > DR (the idolized musician's songs) High Low| High| High
R&: BESL, INTAUSHLEEBWEY, FICHELOE. TBRTHS [UAD/(— - =Z—] EWSHTY. HE, BREIDFRANTHACIVERDS FERTHD [UA/ (- 1 EULVSHH (the main theme 0 0 s v
(D> R - 03] EVSHD, FAIAFETT. ETEISALT, PHTHESHA IV EBDED EHAEEMWELTINET . (Ibelieve all the songs are  song, “Remember Me”) o o e
original. Especially famous is the main theme song, "Remember Me". Another song | love is "Un Poco Loco", sung during the music contest with a skeleton. It's very comical and S SR High| tow| Figh| Figh
showcases a perfect harmony between the newly met skeleton and the boy.) n
F1 3V (a skeleton) High| High| High| High
S [D> - 7R3 - O3] ELVSHK ("Un Poco Loco") Low Low| High| High
HiES 2 O ERDE D TZH7 (a perfect harmony between
the newly met skeleton and the boy.) o de)| )|
$9: Tl [V -/RI - 03] (FISEEL TR CHFETR! SAEFEHUVEUVBRBIZRT U TVEEWTH DA ESTENE LI, (Then, Il pay special > - 7R3 - O3] ("UnPoco Loco”) Low Low| High| High
attention to "Un Poco Loco" when | watch it! Thank you for introducing me to a new and fun movie today.) E87 CUVE U UBRE (2 new and fan movie) High | High| High| High
RI:CESTE, BN ESTEFEULE! (Thank you as well!) N B - -

Figure 7: An example of RecomMind. R and S denote the recommender and seeker, respectively. The Entity
column lists the entities extracted from the dialogue. Each entity has first- and second-person labels for knowledge

and interest.
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## Task instruction

You are about to recommend a movie to a user in Japanese. Please make your response keeping in mind the following points:

- Find topics that the user has no knowledge of but has an interest in, and actively mention them, such as providing information.
- Keep your response brief and not too long.

- Do not repeat the same information as the dialogue history.

- Refer to the movie information as needed.

## Movie information

XA NV TA T V<V (Title: Iron Man)

ANBAAERE: 200849 H 2T H (September 27, 2008)

g ARy - V=)= V== RNV ANy Iyvv P == [747><>] (Basedon: “Iron Man” by Stan Lee, Larry Lieber, Don Heck, Jack Kirby)

! E: 7 2V AERE (Country: United States)

: ¥ aYy - 77— (Director: Jon Favreau)

FYAP:RAN—R XY= V2T FLYRANY=F, V27 TVYVRA TI4 R A0V ka— Yay - Tyya— Ya—v- =T 7
J—2 « 7'V Z (Cast: Robert Downey Jr., Terrence Howard, Jeff Bridges, Gwyneth Paltrow, Jon Favreau, Shaun Toub, Clark Gregg)

V¥ V)V SE, T 7 ¥ 3 (Genre: Science Fiction, Action)

HoFT U ERETHEEAZ =T - A VXAN) =X OHETHD b=— - AX =2k, HADPHAKLLZI FAZ—=IF A V"V )3"DTLEYT—VarvD
R, TIHZARVZVBHED Y 2 — L X - “B—=F 47 - O—ARN\BT A ) BEREFHH Uz, UL, HTBERIZ 7 afiflr > - )y 72 b =—
B P EIFIES LT E b=t IFAVEED, | GROBM, PRIV ENLAROD T 2 HEL, BRETRERIETSI NERE K
9. (Plot: Tony Stark, the CEO of the massive the defense contractor “Stark Industries”, visits the U.S. Air Force in Afghanistan, led by his close friend James “Rhodey” Rhodes, to
present his newly developed cluster missile “Jericho.” However, while traveling by car, the terrorist organization “Ten Rings” attacks Tony. As they fire a missile at him, Tony notices
the missile is branded with his company’s logo just before it hits, blowing him away and knocking him unconscious.)

## Dialogue history

you: EHRHHES AEN D TT R, BbBN—F - ATV Z—REFETT, BLOWTTITEBE N - X7 =— - JrOBE X2 T I/ 5 TE T2 (They are
all wonderful actors, aren’t they? I also love Robert Downey Jr. I'm so happy! Have you seen all of Robert Downey Jr.’s movies?)

user: 4 ERPEAE U TIEAL S NLWTTIIN— | « XY Z—FOMEIEZARICEBTRVTT, FIZY =~y ) = XA 0RO, RhARPFEHL
IZ< WE WD, BRUADPRLS TETWER A, ('m really happy we like the same actor! I haven’t watched that many movies of Robert Downey Jr. Especially things like the
Marvel series, I find it a bit hard to get into, I haven’t watched them.)

you: B N— MEERFLBFHFLTETAYILIEL WTTI —UEHED IZBIEAZR VW E T2 HUIZSWTT &R, TH 747w v ] 1Em = MEE S i
IABELEVWET, EARAD F=— - AR =P NN— MNMIU 5720 AT (I'm truly happy to talk with someone who likes Robert! Marvel can indeed be hard to
get into if you're not familiar. But if you like Robert, I think you’ll definitely like “Iron Man.” The protagonist Tony Stark fits Robert perfectly!)

user: T3 RATTRI IT7AT Y] By ) —ZEENTVD EBWETH, =D =D TIMIEAMNICT A T U Y HEHEEP > DB, AlzWiER

h =1 =72 ATU & 5 D2 (Is that so! I believe “Iron Man” is a series, but is each story separate? Is it basically about Iron Man defeating the villains?)

## Your answer

) =X NTWTIDIDRFIITT A, RER LG EMPNTWLDOTRMNSRDEAHPRVERVWES, BoL»2ilH HEARMIZFEEEP > DT
BELRDTTN, DUABRELLH >0 IATV—EHEEH-DEWVWHIELTT, Yy—mv 2] BBiIFEAs KLk BN FE T, (s serialized, and
while each installment is its own thing, the settings and such carry over, so I think it’s better to watch from the beginning. As you said, it’s basically about defeating the villains, but
there’s also a bit of romance and mystery elements involved. If you like “Sherlock,” I think you’ll be okay.)

{Few-shot Example2}

## Movie information

RA NV 1B —<DIKH (Title: Roman Holiday)

APAAERE: 19544E4 21 H (April 21, 1954)

BEE: 7 A Y JBRIE (Country: United States)

B 7 4 )T b - 74 T — (Director: William Wyler)

FY AR VIV = Ry F=RU— - NTN=V ITF 4 « 7IN— b (Cast: Gregory Peck, Audrey Hepburn, Eddie Albert)
Ty VI ARXATF 4, BT VA (Genre: Comedy, Romanc:
HO5TU: =By NESTOHWER L EHEEZFFOREEO EMMEAETH LT ERLIE, 3 —a v A KEE2EZGGHM T TH 572, ... (Plot: Princess Anne, the heir

to the throne of a certain country known for its ancient history and traditions among European nations, was on a courtesy visit to various countries in Europe. ...)

## Dialogue history

you: T A, BOLOMEABIF ETT2ENE b EOMEZ Y S X< THEIT4 D 3 5? (Just to dive right in, do you prefer recent movies, or do you also watch
older movies?)

user: fTIXIFE A EME A R CTWERA, MEMAERTOWARWTT, PAAXEOMEiZ2 /25 Z £ 50 £ U7z, (I haven't really watched any movies lately. It’s been
over three years since I last watched one. I used to watch old movies as well.)

youw 7FETITIZNTIE, MEEZB LMY T A2 - TVAREER), THFTEIMADOHNY ¥y YV AREDH D ET9? FLBRURIIFEDPES AZE VN
1, FOM»PETHE X000 £3 . (Got it! When you do watch movies (including via streaming services, TV, etc.), do you tend to favor any particular genres? Also, if
there are any actors you're particularly fond of, I'd love to hear about them.)

user: IAT AR T TARAELEZLHDONIETY, HBIFELOMIRE LR TELYOMEERL5Z 2550 FT, FERPFEIAIBZIOANLVS AEES
FTHNEEL TS, (I like things that make me laugh, like comedies and romantic comedies. 1 also watch historical films as a way to learn about history. I don’t have a favorite
actory I focus more on the content.)

## Your answer

(Output)

AAFART 7R, ZUTELYOME LB ERATTR, OS5, "B—=SDRH"EWIABTLEID, A—F)— - ATN=22 I LT = Ry
MHEHEDZOMEX, B—<E2HARICLEZTITIARAT T, BRNBAFTELIABHLET, NABEHRDHIIEF 572072 BWET, (So, you like comedies
and romantic comedies, don’t you? Then how about the "Roman Holiday"? Starring Audrey Hepburn and Gregory Peck, this romantic comedy set in Rome features many historical
landmarks. It’s perfect for those who are content-oriented. )

-

/

Figure 8: The prompt for Baseline. The task instruction, few-shot examples, and test example are colored

to

show. The second few-shot example is omitted due to the space limitation. The English translations next to the

Japanese words in the few-shot examples and test example are not used in the experiment.
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## Task instruction

You are about to recommend a movie to a user in Japanese. Let’s think step by step following these two steps to make your response:
Step 1. Organizing User’s Level of Knowledge and Interest:

- Extract important entities (noun phrases) directly from the dialogue history (excluding previous examples and movie information).
- Estimate the user’s level of knowledge and interest in each entity on a 3-point Likert scale (2: high, 1: neutral, 0: low).

Step 2. Generating Response:

- Find topics that the user has no knowledge of but has an interest in, and actively mention them, such as providing information.

-- Refer to organized results of Step 1.

- Keep your response brief and not too long.

- Do not repeat the same information as the dialogue history.

- Refer to the movie information as needed.

## Movie information

XA M TA T VXV (Title: Iron Man)

ANBAAEHE: 2008429 H2TH (September 27, 2008)

FAE: ARy - )= TV = V= N= RV - ANy T Iy - 1= = 747 <] (Based on: “Iron Man” by Stan Lee, Larry Lieber; Don Heck, Jack Kirby)

@{’Em 7 AV B EHIE (Country: United States)
B Y3y - 7770 — (Direc Jon Favreau)

FyYAMBEN—b XY =— - Va=T FLYA-NT—F, Vz7 TV YAR FUgxZ 00 ba—, veZyvua— Ya—-v- =7 7

J—2 - J'Vv 7 (Cast: Robert Downey Jr., Terrence Howard, Jeff Bridges, Gwyneth Paltrow, Jon Favreau, Shaun Toub, Clark Gregg)

¥ VIV SF, T 7 3 (Genre: Science Fiz‘ti{)n, Action)

HOoFU EREFE AL =2 - A VXA =X OHETHD h=— - AR=2F, HHPHRELLI FAR—I (V" Y2) ' OT VeV T—Y

B, TIHZARNZWBHKDY = — LA - “Df T4 B=ARNDETAY HEEEHM Uz, UL, BT afliicry - Vv 72w =—

AWE B EWES LT = IV A NVEED, | @ROBRH, P=—JIVA VA ENZAMOR T -2 2 HEL, BETKERES IR E K

9. (Plot: Tony Stark, the CEO of the massive the de_/i’nse contractor “Stark Indmmes ", visits the U.S. Air Force in Afghanistan, led by his close friend James “Rhodey” Rhodes, to

present his newly developed cluster missile “Jericho.” However, while traveling by car, the terrorist organization “Ten Rings” attacks Tony. As they fire a missile at him, Tony notices

the missile is branded with his company’s logo just before it hits, blowing him away and knocking him unconscious.)

## Dialogue history

you: EMAHEE AEP D TTR, BETA—F - XY= K ETT, BLOWTTITHEA= b - X7 =— - OB 8T I8 > T ET 22 (They are

all wonderful actors, aren’t they? I also love Robert Downey Jr. I'm so happy! Have you seen all 0/‘ Robert Downey Jr's movies?)

usel U ERPHEASF U TIEAL SNULWTTII A= b - XY = —JrOBEIE T ABIZS S BTRVTT, FIZY =~V ) = ZXH70ARDE, BRARPTEHL
I WVWE WS, R UADRL TEITWER A, (I'm really happy we like the same actor! I haven’t watched that many movies of Robert Downey Jr. Especially things like the

Murvel series, I find it a bit hard to get into, I haven’t watched them.)

you: B N— M E 25 BFELT %14\%:4& LWTTIY—ROVIE P IZHIR AR N TR LI WTT &, T 74772 i3a8— MEE 72 S Hior

IZRICAD EEVWET, EAAD b=—+ AR =220 )N—= MIOP 2720 22 ATT ! (I'm truly happy to talk with someone who likes Robert! Marvel can indeed be hard to

get into lf\{)u re not faml/lar But if you like Robert, I think you’ll definitely like “Iron Man.” The protagonist Tony Stark fits Robert perfectly!)

user: ZORATTRI 74TV BV ) —XEINT0BLEWETH, — D= DR TTPUEARNIZT A T U VREEER oD D, AlWARA

h =Y =72 ATU & 5 5 (s that so! I believe “Iron Man” is a series, but is each story separate? Is it basically about Iron Man defeating the bad guys?)

## Your answer

HH Stcp 1. Organizing User’s Level of Knowledge and Interest

aN—h - & —Ir (Robert Downey Jr.): high,high

ON— b - X7 =— - IO (Robert Downey Jr’s movies): high,high

~ —b (Marvel): high,neutral

FEARD k==« AKX —72 (protagonist Tony Stark): neutral,neutral

### Step 2. Generating Response

) = ZEENTWTIDIDFHIII T A, BER B EMHBNTVEOTHRMPSRDAMNRVEEVET, HoLU» 20 T, HEAMIEEHRZP O
LZEURDOTTN, DULABELED >V IATV—HEEH 572D L WVWHIKUTY, [Yy—mv 2] ABlFERskkkEZEBVET, (lr s serialized, and
while each installment is its own thing, the settings and such carry over, so I think it’s better to watch from the beginning. As you said, it’s basically about defeating the villains, but
there’s also a bit of romance and mystery elements involved. If you like “Sherlock,” I think you’ll be okay.)

{Few-shot Example2}

## Movie information

XA BV 0B —<DIKH (Title: Roman Holiday)

NPHAREE: 19544E4 21 H (April 21, 1954)

BPEE: 7 AV A E5E (Country: United States)

W4T LT ’f 7 — (Director: William Wyler)

FyY AN VLIV =Ry 7 A=KV —= - ~NTN=2 TF 4 - 7IN=} (Cast: Gregory Peck, Audrey Hepburn, Eddie Albert)

V¥ V)b AAF 4, B VA (Genre: Comedy, Romance)

HOTU: A=y NE S5 TOHWER L EHERFOREEO EMNMAETH LT VLI, 3—0 v N \KEE2 R T TH o7z, ... (Plot: Princess Anne, the heir
to the throne of a certain country known for its ancient history and traditions among European nations, was on a courtesy visit to various countries in Europe. ...)

## Dialogue history

you: F T A, BOLOMEA B ETT 2N L L EOMEZR Y E L < ZEIZR D £ 352 (Just to dive right in, do you prefer recent movies, or do you also watch
older mov ies?)

user: FOLIFIEF L A CWE A R TWERA, EAERTWAWTT, DA EOMEZ2 R Z2EH D £ U7z, (I haven't really watched any movies lately. It’s been
over three years since I last watched one. I used to watch old movies as well.)

you: TIECTIZNTIE, MEEZBLRY T A7 - TVAREER), THFTEIMAMOENY ¥ YV REH D ETh? ERBFRURDIUFEDIHES AL E VN
1, FOB»ETH X 6WM 0 £3. (Got it! When you do watch movies (including via streaming services, TV, etc.), do you tend to favor any particular genres? Also, if
there are any actors you're pmm‘ularl\ fond of, I'd love to hear about them.)

user: AAT A4 RTTIAAERKZ DO ETY, BIZEHOMABS PR TERYOMEZREZLH D T, HFELRPHESABRKIIZONE VI AZES
FINBEMITT . (I like things that make me laugh, like comedies and romantic comedies. I also watch historical films as a way to learn about history. I don’t have a favorite
actory I focus more on the content.)

## Your answer
### Step 1. Organizing User’s Level of Knowledge and Interest

(Output)

I D WL (recent movies): low,low

E DL (older movies): high,high

ARAFTAXT T AREEZ B E D (things that make me laugh, like comedies and i dies): high, high

JE S D WL (historical films): high, high

### Step 2. Generating Response

ARAFART 7R, ZUTELYOME LB ERATT R, ThES, "B—=IDAKRH"EW2ABTLEID, A—FR)— - ATN=22 I LT = Ry
MHEHEDZOMEX, B—<E2HRICLEZTITIARAT AT, BRNBAFTELZIABHLET, NABEHRDHIIEF 572072 BWET, (So, you like comedies
and romantic comedies, don’t you? Then how about the "Roman Holiday"? Starring Audrey Hepburn and Gregory Peck, this romantic comedy set in Rome features many historical
landmarks. It’s perfect for those who are content-oriented. )

-

/

Figure 9: The prompt for CoT} ;. The task instruction, few-shot examples, and test example are colored to show.

The second few-shot example is omitted due to the space limitation. The English translations next to the Japanese

words in the few-shot examples and test example are not used in the experiment.
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## Movie information
72 U (None)

## Dialogue history
you: 72 ¥ a Gk ¥ A RBE DS B U & T H2? (What kind of action movies do you like?)
user: TS5 TCTIR, 0073 L RELA, Yy vy F—DMIZTT, HRDT 7 ¥ a VHES A

Context B H F DFECRNTY T 42 (Well, I've often watched 007 movies. Sometimes Jackie’s as well.
I’'m not very familiar with Japanese action actors, though.)
you: 007¥ ) = ARWTT &R, Y¥yvF— - - Fz U TLLIPMBEFETY, 0077V —
AIXIEE A E ZEIZ 70 > T E I D2 (The 007 series is great, isn’t it? Jackie Chan, right? I like him
too. Have you seen most of the 007 series?)
user: B o2 U777 2T, B)2EDVDRi>TELUT, Mz~ ADKRMICRTES I'm
a bit of a fan, haha. I own the complete DVD collection and watch them from time to time when I’'m
alone.)
007V —AD7 7 viks, HROT 72 a VIETIE [T LA Y] V) —X%BTT
Baseline P UET. WTREEAFME EHEFOTH D, A= KRAVRBY 7 FRE TS, 7
22 avy—VERITEZZNH D £T K, Ifyou're a fan of the 007 series, I recommend the
“Outrage” series from Japan. It’s directed and starred by Takeshi Kitano, and it’s a hard-boiled yakuza
movie. The action scenes are quite something to watch.)
7 7 ¥ 3V (action): high,high
007 (007): high,high
V¥ v ¥— - Fx ¥ (Jackie Chan): high,high
HARDT 7> a VHE (Japanese action actors): low,neutral
4 8DVD (the complete DVD collection): high,high
CoTiy 007YV—RXD77veDZl, ZFSLVWTTR, HRDT 7Y a VHEBIZOWTIE, 7=

CAREARIAPTEAE -SAREPEATY, HIZTEE-IAR. HAZIFTZL
BATERVEIHIZZIITWET 7Y a VT, TDT 7Y avyy—VdRIBARH D
¥k, b LERADNIE, S OMEZBTATITWLDTU & 503, (t's wonderful that
you're a fan of the 007 series. Regarding Japanese action actors, for example, Ken Takakura and Shinichi
Chiba are famous. Shinichi Chiba, in particular, is an action actor who is highly regarded not only in
Japan but also overseas, and his action scenes are impressive. If you're interested, maybe you could
watch some of their movies.)

Table 9: Response generation example.
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