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Abstract
Semantic Textual Relatedness (STR) will pro-
vide insight into the limitations of existing
models and support ongoing work on seman-
tic representations. Track A in Shared Task-
1, provides pairs of sentences with seman-
tic relatedness scores for 9 languages out of
which 7 are low-resources. These languages
are from four different language families. We
developed models for 8 languages (except for
Amharic) in Track A, using Sentence Trans-
formers (SBERT) architecture, and fine-tuned
them with multilingual and monolingual pre-
trained language models (PLM). Our models
for English (eng), Algerian Arabic (arq), and
Kinyarwanda (kin) languages were ranked 12,
5, and 8 respectively. Our submissions are
ranked 5th among 40 submissions in Track A
with an average Spearman correlation score of
0.74. However, we observed that the usage
of monolingual PLMs did not guarantee better
than multilingual PLMs in Marathi (mar), and
Telugu (tel) languages in our case.

1 Introduction

Prior NLP work has largely focused on semantic
similarity, a subset of relatedness, because of a
lack of relatedness datasets. The first dataset for
Semantic Textual Relatedness, STR-2022 was in-
troduced by Abdalla et al., 2023, which has 5,500
English sentence pairs manually annotated using
a comparative annotation framework, resulting in
fine-grained scores. The semantic relatedness of
two units of language is the degree to which they
are close in terms of their meaning (Mohammad
and Hirst, 2012). The linguistic units can be words,
phrases, sentences, etc.

The most semantic similarity datasets were an-
notated using coarse rating labels such as integer
values between 1 and 5 representing coarse degrees
of closeness. These datasets suffer from issues aris-
ing due to the fixed granularity which intuits fuzzy
boundaries between related and unrelated notions.

The following subsection describes the difference
between similarity and relatedness which is crucial
in understanding the textual semantics.

1.1 Similarity versus Relatedness

As discussed in Abdalla et al., 2023, the following
are the characteristics of similarity versus related-
ness:

1. Two terms are considered semantically simi-
lar if there is a synonymy, hyponymy, or tro-
ponymy relation between them whereas for
semantic relatedness, it’s enough to have any
lexical semantic relation at all between them.
(example: money-cost is related whereas
price-cost is similar)

2. All similar pairs are also related, but not
all related pairs are similar. For example,
surgeon–scalpel, and tree–shade are re-
lated, but not similar.

3. If units are sentences, then the similarity be-
tween sentence pairs exhibits paraphrase or
entailment property whereas the relatedness
does not support that property since it ac-
counts for all of the commonalities that can
exist between two sentences.

The analysis showed that the presence of proper
nouns (PROPN), nouns, and other coarse-grained
POS categories in a sentence pair impact semantic
relatedness much more than any other POS. We
evaluated the semantic textual relatedness of 8 lan-
guages (Algerian Arabic (arq), Moroccan Arabic
(ary), Kinyarwanda (kin), Hausa (hau), Marathi
(mar), Telugu (tel), English (eng) and Spanish
(esp)) in Track A of SemEval Task 1: Semantic
Textual Relatedness for African and Asian Lan-
guages (Ousidhoum et al., 2024b).
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2 Related Work

Similarity task is originally proposed to mimic
human perception of the similarity level between
word or sentence pairs. The first, word similarity
dataset was collected in Rubenstein and Goode-
nough (1965), which consisted of 65-word pairs
with human annotations. In general, the datasets
consist of pairs of words (w1, w2) (or sentences)
and human-annotated similarity scores Sh.

Abdalla et al. (2023) measured the semantic re-
latedness using Contextual versus Static embed-
dings and Unsupervised versus Supervised ap-
proach to sentence representation. In an unsuper-
vised approach, the embedding of a sentence is
derived from that of its constituent tokens. They
used Word2Vec, GLoVe, and Fasttext static embed-
dings in unsupervised settings and the majority of
the static embedding models failed to obtain better
correlations with human annotation scores. The
contextual embeddings from BERT and RoBERTa
do not perform better than the Word2vec embed-
dings.

Finally, the supervised approach by finetuning
the SBERT with the STR-2022 dataset captured
high semantic relatedness and the Spearman cor-
relation is 0.82 and 0.83 for BERT-based and
RoBERTa-based respectively. The supervised ap-
proach using the SBERT framework by formulating
a regression task leads to a better correlation score
of 0.20 than the unsupervised approach.

This motivated us to use the SBERT framework
to score the semantic relatedness between the pairs
of sentences across 6 low-resource languages and
English, and Spanish in the Track A dataset. We
used 2 multilingual pre-trained language models
(LABSE, pp−mpnet−v2) and language-specific
monolingual LM for each of the languages. The
following subsections describe the reason behind
the selection of particular pre-trained LMs that are
used in our models.

2.1 LaBSE

Multilingual pre-trained models such as mBERT
(Devlin et al., 2019) and XLM-R (CONNEAU and
Lample, 2019) have led to exceptional gains across
a variety of cross-lingual natural language process-
ing tasks. However, without a sentence-level ob-
jective, they do not directly produce good sentence
embeddings.

Language-agnostic BERT Sentence Embedding
(Feng et al., 2022) is a multilingual BERT embed-

PLM Type Language Model
Monolingual MahaSBERT, TeluguSBERT

DziriBERT
Multilingual Sentence-T5, LaBSE

AfroXLMR, IndicSBERT
pp-mpnet-v2

Table 1: Types of pre-trained LM

ding model, called LaBSE, that produces language-
agnostic cross-lingual sentence embeddings for
109 languages. The model is trained on 17 bil-
lion monolingual sentences and 6 billion bilingual
sentence pairs using MLM and TLM pre-training,
resulting in a model that is effective even on low-
resource languages for which there is no data avail-
able during training.

It was trained on parallel sentence pairs from
109 languages using a Siamese network based on
the BERT architecture. The model’s ability to sup-
port 109 languages makes it a powerful tool for
multilingual applications and cross-lingual natural
language processing tasks. This multilingual PLM
is used across all the 8 models in our experiment.

2.2 paraphrase-multilingual-mpnet-base-v2

This is based on the multi-lingual model of
paraphrase-mpnet-base-v2, extended to 50+
languages by Reimers and Gurevych 2020. It uses a
multilingual knowledge distillation method that al-
lows extending existing sentence embedding mod-
els to new languages. It has achieved state-of-the-
art performance on the paraphrase identification
task on several benchmark datasets.

2.3 AfroXLMR

Alabi et al. (2022) proposed multilingual adaptive
fine-tuning (MAFT) as a method for simultane-
ously adapting multilingual pre-trained language
models (PLMs) on 17 of Africa’s most resourced
languages and three other high-resource languages
widely spoken on the African continent to encour-
age cross-lingual transfer learning. This approach
was more competitive than the AfriBERTa (Ogueji
et al., 2021) pre-trained LM on various NLP tasks.
We used this pre-trained LM for Kinyarwanda (kin)
and Hausa (hau) languages.

2.4 IndicSBERT

The IndicSBERT exhibits strong cross-lingual ca-
pabilities and performs significantly better than
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Pre-trained LM English Spanish
LaBSE 0.802 0.68

pp-mpnet-v2 0.805 0.63
sentence-t5-large 0.824 -

sentence-similarity- - 0.66
spanish-es

Table 2: Evaluation of Indo-European languages during
development

alternatives like LaBSE, LASER, and paraphrase-
multilingual-mpnet-base-v2 on Indic cross-lingual
and monolingual sentence similarity tasks.

The authors Deode et al. (2023) proposed a sim-
ple strategy to train cross-lingual sentence repre-
sentations using a pre-trained multilingual BERT
model and synthetic NLI/STS data. This is the
first multilingual SBERT model trained specifi-
cally for Indian languages. However, monolin-
gual models are typically found to be performing
better than multilingual ones. Hence publicly re-
leased monolingual SBERT models for 10 Indic
languages. We used MahaSBERT for Marathi(mar),
and TeluguSBERT for Telugu(tel) in evaluating the
STR score in Track A.

2.5 DziriBERT

The Algerian dialect is mainly inspired by standard
Arabic but also from Tamazight, French, Turkish,
Spanish, Italian, and English. Thus the Algerian
dialect has several specificities that make the use
of Arabic or multilingual models inappropriate. To
address this issue the authors (Abdaoui et al., 2022)
collected more than one million Algerian tweets
and pre-trained the first Algerian language model:
DziriBERT.

DziriBERT is a BERT-based model for the Al-
gerian dialect which was trained using the Masked
Language Modeling (MLM) task. It handles Al-
gerian text contents written using both Arabic and
Latin characters. We used this model for evaluat-
ing the semantic relatedness score for the Semitic
languages group - Algerian Arabic(arq), and Mo-
roccan Arabic(ary).

3 System Overview

Given a human-annotated dataset for semantic tex-
tual relatedness, the participants are allowed to sub-
mit systems that have been trained using the labeled
training datasets. Apart from that, the participating
teams are also allowed to use any other publicly

Pre-trained LM Marathi Telugu
LaBSE 0.82 0.797

pp-mpnet-v2 0.77 0.747
IndicSBERT 0.58 0.61
MahaSBERT 0.84 -
TeluguSBERT - 0.811

Table 3: Evaluation of Marathi, Telugu languages during
development

available datasets. We restrict the use of only the
dataset provided by the task organizers so that the
impact of pre-trained language models on Sentence
Transformers can be analyzed for the semantic re-
latedness task across different low-resource lan-
guages. We used the plain vanilla SBERT architec-
ture for fine-tuning with pre-trained LMs for text
processing.

In our experiment, predicting semantic related-
ness is treated as a regression task, where each
sentence is represented as a vector. We use the
cosine similarity between the vectors to predict
their semantic relatedness, Sp, the Spearman score
predicted by the system. Finally, the correlation
between Sh, the Spearman score manually anno-
tated by humans, and Sp is computed, and a higher
correlation suggests good alignment with human
annotations and a better embedding model. Usually,
the Spearman correlation between the prediction
and gold relatedness scores is used to measure the
goodness of the relatedness predictions.

3.1 Dataset
The authors Ousidhoum et al. (2024a) presented
SemRel2024 dataset - the first benchmark on se-
mantic distance (similarity or relatedness) that in-
cludes low-resource African and Asian languages
from five different language families. We used the
sentence pairs of 8 languages from the dataset for
Track A. Refer Ousidhoum et al. (2024b) to the
dataset split size for training, development, and
test instances for Track A. The dataset contains
semantic relatedness scores for each of the pairs of
sentences of 8 languages.

3.2 Training and Testing
During the development phase, only the training
and development datasets are given to construct
the model for each language. The training data is
used to fine-tune the model and development data
is used to evaluate the model performance. We
report the results using the default hyperparameters
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set in the sentence transformer. The PLMs are
fine-tuned on training data using cosine similarity
loss with batch size as 8, and number of epochs as
20. The official evaluation metric is the Spearman
correlation between the predicted similarity scores
and the human-annotated gold scores.

During the test phase, we combined the training
data + development data to fine-tune the model,
and the unseen test data was used to predict the
semantic relatedness score. Models using various
pre-trained LMs are evaluated using Spearman cor-
relation during the development phase. The model
with the maximum Spearman correlation score is
used during the testing phase to submit our results.
The table 1 lists the types of pre-trained LMs and
the corresponding LMs used in our study.

4 Experimental Setup

We aim to focus on the impact of the Sentence-
BERT deep neural network in semantic textual re-
latedness scoring tasks, and the benefit of multi-
lingual/monolingual pre-trained LMs over the task
especially for the low-resource languages.

4.1 SentenceBERT

Unlike BERT, SentenceTransformer or SBERT by
Reimers and Gurevych (2020) uses a Siamese archi-
tecture, where it contains two BERT architectures
that are essentially identical and share the same
weights. It processes two sentences as pairs dur-
ing training. This neural network architecture is
appropriate for pair-wise semantic sentence tasks
such as Sentence Textual Similarity (STS), Se-
mantic Textual Relatedness (STR), Natural Lan-
guage Inference (NLI), and paraphrase identifica-
tion tasks. This network leverages the two BERT
architectures in parallel to compute/score the simi-
larity/relatedness of pair-wise sentences.

Consider a pair of sentences S1 and S2 that are
to be fed into the network. Feed a sentence S1 to
BERT A and S2 to BERT B in the SBERT network.
Each BERT outputs pooled sentence embeddings u
and v respectively. The cosine similarity between
these two embeddings (u, v) is computed by using
mean-squared error loss as the objective function.
This outputs the regressive score between 0 to 1.
This is the predicted semantic relatedness score by
the model between a pair of sentences S1 and S2.
We developed all the models using SBERT for each
of the 8 languages (except for Amharic) in Track
A.

Pre-trained LM Algerian Moroccan
Arabic Arabic

LaBSE 0.58 0.799
pp-mpnet-v2 0.53 0.73
DziriBERT 0.67 0.64

Table 4: Evaluation of Semitic languages during devel-
opment

Pre-trained LM Kinyarwanda Hausa
LaBSE 0.579 0.715

pp-mpnet-v2 0.58 0.67
AfroXLMR 0.61 0.73

Table 5: Evaluation of African languages during devel-
opment

4.2 Evaluation during development phase
The train ad development split data for each of the
languages are as mentioned in the Ousidhoum et al.
(2024a). We used two multilingual pre-trained
LMs: LaBSE1 and paraphrase-multilingual-mpnet-
base-v22 (in short pp-mpnet-v2) across all the
models. The idea behind using multilingual PLM
for all 8 languages is primarily to check the per-
formance of MLM for semantic textual relatedness
tasks in low-resource languages. Apart from that,
language-specific monolingual pre-trained LMs are
also used in each of the models. During the devel-
opment phase, the model that scored the maximum
Spearman correlation is selected and applied dur-
ing the testing phase. The models developed for
each of the languages along with the pre-trained
LMs used and its score are discussed below.

The table 2 shows that sentence-t5-large 3

(Ni et al., 2022), a text-to-text model showed better
performance for the English language. The model
using LaBSE scored higher than the other multi-
lingual and monolingual LM for Spanish during
evaluation in the development phase.

Table 3 shows that the monolingual models
such as MahaSBERT4 and TeluguSBERT5 perform
well than the multilingual models. The interest-
ing fact to note is that even the IndicSBERT6 -
one of the popular multilingual models pre-trained
on 14 Indian languages, scored poorly than the

1sentence-transformers/LaBSE
2sentence-transformers/paraphrase-multilingual-mpnet-

base-v2
3sentence-transformers/sentence-t5-large
4l3cube-pune/marathi-sentence-similarity-sbert
5l3cube-pune/telugu-sentence-similarity-sbert
6ai4bharat/indic-bert
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Language Model Predict Rank baseline LM type diff.
English (eng) SBERT-T5 0.8352 12 0.83 MultiLM +0.0052
Spanish (esp) SBERT-LaBSE 0.7045 9 0.7 MultiLM +0.0045
Marathi (mar) SBERT-MahaSBERT 0.8711 10 0.88 MonoLM -0.0089
Telugu (tel) SBERT-TeluguSBERT 0.7889 17 0.82 MonoLM -.0.0311
Algerian Arabic (arq) SBERT-DziriBERT 0.6226 5 0.6 MonoLM +0.0226
Moroccan Arabic (ary) SBERT-LaBSE 0.7446 16 0.77 MultiLM -0.0254
Kinyarwanda (kin) SBERT-AfroXLMR 0.7233 8 0.72 MultiLM +0.0033
Hausa (hau) SBERT-AfroXLMR 0.6281 11 0.69 MultiLM -0.0619

Table 6: Evaluation of our SBERT-based models during the test phase. Boldface highlights the score more or equal
to the baseline

LaBSE and pp-mpnet-v2 generic multilingual LM.
IndicSBERT is one of the regional multilingual
LMs trained in Indian languages.

Similarly for the Semitic languages such as Al-
gerian Arabic and Moroccan Arabic, DziriBERT7

PLM performed better than the generic multilin-
gual LM in the Algerian Arabic language as shown
in Table 4. The DziriBERT was specifically pre-
trained on Algerian dialects. For Moroccan Arabic,
a model with LaBSE had a better score than the
model using DziriBERT LM. As per our knowl-
edge, we do not find any monolingual pre-trained
LM for Moroccan Arabic that improves the score
than the LaBSE. This is one of the major drawbacks
of low-resource languages. The availability of good
pre-trained LM for task-specific or generic pur-
poses is scarce in low-resource languages.

For African languages, the performance of the
model using AfroXLMR8 pre-trained LM scored bet-
ter than the other models using generic pre-trained
LMs as shown in table 5. This indicates that the
use of appropriate pre-trained LMs is more impor-
tant for semantic relatedness tasks than the generic
pre-trained multilingual language models.

5 Result

During the testing phase, we combined the training
+ development data as training data to fine-tune the
model that yielded the maximum score during the
development phase. Then the model is tested with
the test dataset of the corresponding language. The
predicted sentence relatedness score by the models
is submitted as a result and is evaluated using the
Spearman coefficient. The results are shown in
the Table 6. It is evident from the table 6 that
almost 4 models had reached a score equal to or

7alger-ia/dziribert
8Davlan/afro-xlmr-large

above the baseline score which is highlighted using
boldface. The difference between the baseline and
the model prediction is indicated with the + and -
sign. The difference in Spearman correlation value
with ’+’ indicates the improvement whereas the ’-’
sign indicates the poor performance of the model.

SBERT-based models for the languages English
(eng), Algerian Arabic (arq), and Kinyarwanda
(kin) performed more than the baseline Spearman
score. SBERT-LaBSE model for Spanish (esp)
scored almost equal to the baseline system. Even
though the monolingual models SBERT-MahaSBERT
for Marathi and SBERT-TeluguSBERT for Telugu
showed better performance during the development
phase, failed to score above the baseline during
testing in respective languages. Similarly, SBERT-
based models trained using multilingual pre-trained
LM for Moroccan Arabic (ary) and Hausa (hau) lan-
guages scored lesser than the baseline model in the
test phase.

5.1 Conclusion
Table 6 depicts the impact of pre-trained lan-
guage models (LM) in SBERT for the various low-
resource languages. The usage of monolingual LM
in Marathi (mar) and Telugu (tel) did not guaran-
tee a greater performance than the baseline sys-
tem. This shows the limitations of existing state-
of-the-art monolingual pre-trained LM MahaSBERT,
TeluguSBERT for the STR task.

Apart from that, the multilingual pre-trained LM
such as LaBSE, AfroXLMR did not perform well for
Moroccan Arabic (ary) and Hausa (hau) which are
from Afro-Asiatic language family. This shows the
existence of poor resources such as pre-trained LM
in those languages. By default, the monolingual
LM did not guarantee better performance than the
multilingual pre-trained LM, especially for the low-
resource languages.
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