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Abstract
This paper describes our contribution to Se-
mEval 2023 Task 9: Brainteaser. We compared
multiple zero-shot approaches using GPT-4,
the state of the art model with Mistral-7B, a
much smaller open-source LLM. While GPT-
4 remains a clear winner in all the zero-shot
approaches, we show that fine-tuning Mistral-
7B can achieve comparable, even though
marginally lower results.

1 Introduction

Traditionally, the natural language processing
(NLP) community has focused on tasks that re-
quire objective and complex reasoning. On the
other hand, puzzles that defy traditional ways of
reasoning have been less explored. Brainteaser, a
task at SemEval 2024 (Jiang et al., 2024), aims to
fill this gap by investigating the abilities of large
language models (LLMs) in more abstract and cre-
ative thinking. This competition consists of two
sub-tasks: sentence puzzle (SP) and word puzzle
(WP). According to the task description , sentence
puzzles are brainteasers where the entire sentence
snippet defies common sense. Similarly, word puz-
zles are puzzles where the answer violates the de-
fault meaning of the word and focus on the letter
composition of the question.

In this work, we investigate a set of zero-shot
approaches and compare them with a fine-tuned
version of Mistral-7B, an open source 7 billion
LLM (Jiang et al., 2023a). For the zero-shot ap-
proaches, we compare Mistral-7B with GPT-4, the
state of the art transformer model, across various
prompts. We find that one-shot approaches using
GPT-4 produces the best results across both our
tasks. However, tweaking the prompts results in
significant accuracy increases for Mistral-7B. We
also find that fine-tuned Mistral-7B is the second
best model in the sentence puzzle sub-task, indicat-
ing that instruction fine-tuning may be a way to get
better results with smaller models.

2 Background

The NLP task most related to this competition is
question answering (QA), as all riddles consists of
a question and multiple potential answers. Ques-
tion answering has been the focus of extensive prior
work (Soares and Parreiras, 2020). Typically, ques-
tion answering systems consist of three main com-
ponents: (1) question processing, (2) document
processing, and (3) answer processing (Bhoir and
Potey, 2014; Soares and Parreiras, 2020). The main
goal of the question processing is to extract the key-
words from the query so they can be parsed to the
document processing component, as well as to iden-
tify the type of answer that we need to return (Pars-
ing, 2009). The goal for the document processing
system is information retrieval (IR), based on the
keywords collected from the previous component.
Typically, the IR system’s job is to identify a subset
of documents relevant to the keywords identified
previously (Malik et al., 2013; Gupta and Gupta,
2012).

As the desired output needs to be accurate and
succinct, the IR system needs to further break down
the relevant documents into smaller units such as
passages, paragraphs, or sentences. The final stage
of question answering is answer processing, which
involves formulating the desired answer based on
the knowledge previously retrieved, using a pro-
cess called span labeling (Parsing, 2009): given a
passage, identifying the span of text that can be
used to answer the question. These components are
largely suitable for answering questions in a way
that utilizes straightforward information processing
and logical thinking, but struggle against question
answering tasks that require creative responses or
common-sense reasoning, such as solving puzzles
and brainteasers (Jiang et al., 2021, 2023b).

With the recent breakthroughs of LLMs such
as BERT (Devlin et al., 2019) or GPT-3 (Brown
et al., 2020), we have seen exceptional capabili-
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ties of these language models in solving QA tasks,
as well as their exhibition of complex reasoning
abilities (Hu et al., 2024; Creswell et al., 2022).
However, when it comes to creative thinking and
common sense reasoning, large language models
achieve limited results (Ding et al., 2023; Zhou
et al., 2020; AlKhamissi et al., 2022). As such,
(Jiang et al., 2023b) generate a dataset of brain-
teasers to benchmark the performance pf state-
of-the-art LLMs in answering puzzles and brain-
teasers, as a way to test their lateral thinking ca-
pabilities. Our work aims to contribute to this do-
main, by evaluating the performance of multiple
zero-shot approaches and our version of fine-tuned
Mistral-7B language model (Jiang et al., 2023a) on
the same dataset (Jiang et al., 2023b).
Dataset. The authors generated the initial Brain-
teaser dataset by crawling the puzzles from the in-
ternet. However, recent work has shown that mem-
orization is a common problem with LLMs (Carlini
et al., 2022). To evaluate lateral thinking instead of
memorization, the authors used two reconstruction
strategies (semantic and context) to create variants
of each puzzle. Semantic reconstruction rephrases
the original question and was created via an open-
source rephrasing tool (Jiang et al., 2023b). In con-
trast, context reconstruction was achieved through
a combination of GPT-4 prompts and human anno-
tators (Jiang et al., 2023b).

3 System Overview

In this section, we first describe the train and test
datasets. Later, we describe our proposed ap-
proaches, detailing the prompts used in the zero-
shot approaches and the fine-tuning methodology.

3.1 Dataset Description

As mentioned above, we used the provided dataset
(Jiang et al., 2023b) which consists of 1,119 data
samples, including its reconstruction variants. The
questions were divided into two sub-tasks, Sen-
tence Puzzle and Word Puzzle, and further dis-
tributed into more than 80 different areas/topics.
For more details about the dataset distribution,
please refer to (Jiang et al., 2023b).
Train-test split. The data provided by the orga-
nizers was split 80:20 between the train and test
set. In general there are more examples of sentence
puzzles (627 total) than word puzzles (492 total).
Label Distribution. To investigate model bias, we
investigated the distribution of labels. As shown

Sentence Puzzle Word Puzzle
train 507 80.8% 396 80.4%
test 120 19.1% 96 19.5%
total 627 492

Table 1: Number of samples in test and train data.

in Figure 1, the correct answers are not evenly dis-
tributed among all options. In fact, the 4th label
(i.e., “None of the above”) is the minority label.
This label is particularly rare in the train set for
word puzzles (9/397) and does not occur in the test
set for the same task.

Figure 1: Distribution of the labels between answer
choices (answer choices are encoded as 1, 2, 3, 4)

3.2 Zero-Shot Prompting
Given that prior work found that common sense
models are not more effective than zero-shot ap-
proaches (Jiang et al., 2023b), in this paper we
focused only on the latter. We started our evalu-
ation by experimenting with zero-shot solutions.
We wanted to compare Mistral-7B with GPT-4,
the state of the art transformer model. To pro-
vide a thorough evaluation, we experimented with
three prompting strategies, which we include in
Appendix A. The first one is identical to the one
provided by the competition organizers. To formu-
late the second prompt we leveraged the fact that
all riddles contain a “None of the above.” answer.
This way, the second prompt provides three answer
options (excluding “None of the above.”). If none
of the three answers is returned, we consider that
to be “None of the above.” In the third prompt,
we tried to guide the model to consider all answer
options, emulating an approach similar to zero-shot
Chain-of-thought (CoT) prompting (Kojima et al.,
2022). Similar to the second prompt, here we limit
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Instance-based Group-based
Category Model Original Semantic Context Ori & Sem All Overall

Sentence Puzzle
Random - - 0.175 0.150 0.175 0.000 0.000 0.167

Zero-Shot

P1 GPT-4 0.825 0.700 0.725 0.675 0.600 0.750
Mistral 0.275 0.250 0.225 0.225 0.125 0.250

P2 GPT-4 0.850 0.800 0.700 0.800 0.625 0.783
Mistral 0.500 0.500 0.350 0.425 0.250 0.450

P3* GPT-4 0.925 0.750 0.775 0.750 0.675 0.817
Finetuning Mistral 0.800 0.775 0.800 0.725 0.650 0.792

Word Puzzle
Random - - 0.094 0.250 0.219 0.031 0.031 0.188

Zero-Shot

P1 GPT-4 0.625 0.531 0.656 0.438 0.312 0.604
Mistral 0.031 0.062 0.094 0.031 0.031 0.062

P2 GPT-4 0.906 0.906 0.906 0.875 0.781 0.906
Mistral 0.594 0.656 0.625 0.469 0.312 0.625

P3* GPT-4 0.875 0.906 0.812 0.844 0.719 0.865
Finetuning Mistral 0.844 0.844 0.844 0.781 0.656 0.844

Table 2: Results for the two BRAINTEASER subtasks across all models, prompts (P1, P2, P3) and metrics. Ori
= Original, Sem = Semantic, All = Original + Semantic + Context. The best performance among all models is in
bold. The random is answer assigned by random choice where the four options have equal probability to be selected.
For prompt 3, Mistral-7B did not generate any meaningful responses and therefore we do not include it in this
evaluation.

the choices to the three options. Further, we prompt
the model to respond “None” if none of the three
options is not the answer.

3.3 Instruction-based Fine-tuning
We fine-tuned a sharded version of Mistral-7B1.
Mistral-7B is an LLM with 7.3 billion parameters.
Mistral-7B uses grouped-query attention for faster
inference and sliding-window attention to handle
longer sequence (Jiang et al., 2023a). We used
instruction based fine-tuning, a type of fine-tuning
where instructions are used to define downstream
tasks. In our case, the instruction was formed by
the question and the sample answers.

We fine-tuned the model using Google Colab
and used Low-Rank Adaptation (LoRA) (Hu et al.,
2021) to make fine-tuning more efficient. LoRA
freezes the pre-trained model weights and using
rank decomposition matrices into each layer to re-
duce the number of trainable parameters.
Training Parameters. When fine-tuning with
LoRA, one of the parameters is a list of specific
layers in the model architecture that will undergo
decomposition. While limiting only to attention
layers may reduce training time, we targeted all

1https://huggingface.co/alexsherstinsky/Mistral-7B-v0.1-
sharded

linear layers, as prior work (Dettmers et al., 2024)
suggests that this might provide better results. The
other significant LoRA parameter is r, the rank of
matrices updated during adaptation. However, it
has been shown that the value of r does not im-
prove adaptation quality between a certain point2

and therefore we keep r = 8. These approaches
result in 21M trainable parameters (0.29%) instead
of a total of 7B.

4 Results

The results for all the experiments are included in
Table 2. In this section, we discuss and compare
all the approaches.

4.1 Zero-Shot Prompting
In the zero-shot experiments, Mistral-7B generally
performs worse than GPT-4. This is not surprising,
as it is a much smaller model (7 billion parameters
vs 1.76 trillion). Further, zero-shot approaches
with prompt 2 and prompt 3 perform better than
the one with prompt 1. These approaches are also
the improvement from the zero-shot approaches
described in the paper introducing the Brainteaser
dataset (Jiang et al., 2023b).

2https://www.databricks.com/blog/efficient-fine-tuning-
lora-guide-llms
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Sentence Puzzle Word Puzzle
Model Avg. F1 F1(1) F1(2) F1(3) F1(4) Avg. F1 F1(1) F1(2) F1(3) F1(4)
GPT-4(P2) 0.783 0.817 0.833 0.810 0.334 0.906 0.949 0.912 0.844 0.000
GPT-4(P3) 0.817 0.881 0.879 0.849 0.571 0.865 0.914 0.889 0.939 0.000
FT-Mistral 0.792 0.779 0.831 0.805 0.706 0.844 0.853 0.862 0.808 0.000

Table 3: Average F1-scores overall and for all answer choices (1,2,3,4) for the three best performing models. It is
visible that the zero-shot approaches on GPT-4, the best performing from Table 2, are biased towards the first three
answers, resulting on a lower F1-score for the 4th answer (None of the above.)

Sentence Puzzles. We find that tweaking the
prompt results in performance improvements. Us-
ing prompt 2 instead of prompt 1 results in a
marginal increase (3%) of the overall performance
and using prompt 3 results in about 6% overall im-
provement. In this case, the improvement is more
significant in the original brainteasers with about
10%.
Word Puzzles Prompt choice seems to have a more
significant impact in word puzzles. As visible in
Figure 2, using prompt 2 and prompt 3 instead
of prompt 1, results in respectively 26% and 30%
overall accuracy increase.

4.2 Instruction-based Fine-tuning

According to Table 2 the fine-tuned model is only
marginally worse that the zero-shot approaches
(prompt 2 & 3) in the sentence puzzles sub-task.
However, in the word puzzles sub-task, it per-
forms 6% worse overall than the best perform-
ing zero-shot approach. In summary, the three
best performing models are GPT-4 zero-shot ap-
proaches (prompt 2 & 3) and the instruction fine-
tuned model.

However, due to the imbalanced distribution of
correct answers between different labels, we also
looked into the F1 scores of different labels. We
calculated F1 scores overall and for each label and
includes the results of this comparison for the three
best performing models in Table 3. The table indi-
cates that the zero-shot approaches result in lower
scores in the 4th label (“None of the above”). In-
deed, the F1 score for this label is improved in the
fine-tuned approach. In summary, this finding high-
lights the need to investigate solutions and metrics
beyond the simple accuracy metrics.

5 Limitations and Future Work

While we tried to explore various prompts for
our zero-shot approaches, there is a possibility
that further experiments might reveal more effec-

tive techniques. Future work could explore ad-
ditional prompts as well as look into automating
the prompt-search process. Another area of po-
tential improvements would be the exploration of
additional datasets, especially those that include
similar riddles based on lateral thinking. Lastly,
future work could explore additional fine-tuning
techniques and discover if the accuracy can be fur-
ther improved.

6 Conclusions

We present a comparison of zero-shot approaches
with instruction fine-tuning within SemEval-2024
Task 9. Our experiments applied a variety of best
practices for prompt engineering to explore the
potential of zero-shot approaches in tasks that re-
quire lateral thinking and reasoning. We find that
upon iterating over multiple prompts, zero-shots
approaches using GPT-4 remain the solution that
results in higher accuracy. However, instruction
fine-tuned Mistral-7B provides a second best alter-
native in the sentence puzzle sub-task.
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A Appendix A

A.1 Prompt 1
Please pick the best choice for the
brain teaser. Each brain teaser has
only one possible solution including
the choice none of above, answer
should only provide the choice:
Question: {}
Choice:
(A) {}
(B) {}
(C) {}
(D) {}
Answer:

A.2 Prompt 2
Below is an instruction that describes
a riddle, paired with four choices.
Choose the option that appropriately
answers the riddle.
### Riddle:
{}
### Options:
1 - {}
2 - {}
3 - {}
### Instruction:
In the end, print the number of the
correct answer between these tags:
<answer> </answer>:

A.3 Prompt 3
You are a great riddlemaster that is
very helpful in solving riddles.
Solve the following riddle:
{}
Consider each of the following
answers and provide reasons why
they are or are not correct.
If none is correct, print "None".
1) {}
2) {}
3) {}
In the end print the correct
answer between these tags:
<answer> </answer>
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