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Abstract

The complexity of expressing emotions in mul-
tilingual settings, particularly in Hindi-English
code-mixed conversations (Bafna and Gali,
2022), presents both obstacles and prospects
for natural language processing (NLP) research.
This thesis ventures into the realm of emotion
recognition within code-mixed text (Sasidhar
et al., 2022), to enhance comprehension and
technological capabilities in this domain.

The principal objective of this study is to refine
NLP models tailored specifically to the intri-
cacies of code-mixed Hindi-English conversa-
tions. By harnessing advanced deep learning
architectures (Sane et al., 2019a) like BERT,
RoBERTa, and BERTweet, the research sys-
tematically evaluates the efficacy of various
models in capturing nuanced emotional expres-
sions embedded within code-mixed text.

Utilizing data from the EDiReF shared task
at SemEval 2024 (Kumar et al., 2024a), the
dataset encompasses dialogues sourced from a
popular Indian comedy television series, of-
fering a diverse range of conversational ex-
cerpts reflecting cultural nuances and comedic
elements. Through meticulous data analysis
and preprocessing, insights into the distribu-
tion of emotions and linguistic patterns within
the dataset are gleaned, informing subsequent
model selection and training strategies.

The process of model selection adopts an iter-
ative approach, commencing with traditional
machine learning models such as Support Vec-
tor Machines (SVM) and Logistic Regression
(LR) before transitioning to deep learning ar-
chitectures like XLM-BERT. Techniques for
model training and optimization evolve, inte-
grating validation datasets to assess generaliza-
tion capabilities and ensuring robust evaluation
methodologies.

Feature extraction methods, including TF-IDF
vectorization (Mikolov et al., 2023) and N-
gram analysis, are employed to capture per-
tinent linguistic patterns and contextual infor-

mation from the text data, thereby enriching
the representation of textual features (Feng and
Liu, 2021) crucial for emotion detection.

In summary, this thesis contributes to the ad-
vancement of emotion recognition technology
in code-mixed languages (Gupta et al., 2022),
shedding light on the intricate interplay of
emotions within Hindi-English conversations.
By addressing the unique challenges posed by
code-mixed languages and harnessing state-of-
the-art NLP techniques, this research lays the
groundwork for applications in sentiment anal-
ysis, conversational AI, and cross-cultural com-
munication.

1 Introduction

In this thesis, we explore the topic of Emotion
Recognition in Conversation in Hindi-English
Code-Mixed Conversations. The research is moti-
vated by the challenges addressed in the SemEval
2024 Task 10: Emotion Discovery and Reasoning
its Flip (Kumar et al., 2022) (Kumar et al., 2024b)
in Conversation (EDiReF) (Kumar et al., 2024a).

This paper addressed the Emotion Recognition
in Conversation (ERC) task one (Kumar et al.,
2023), one of the three subtasks in the Emotion
Discovery and Reasoning its Flip in Conversation
(Kumar et al., 2022) (Kumar et al., 2024b). ERC
involves assigning emotions to each utterance in
a dialogue from a predefined set of possible emo-
tions. The research specifically focuses on ERC to
contribute to advancing emotion recognition and
understanding in multilingual and code-mixed con-
versational settings.

The initial stages of the research endeavor en-
compassed several pivotal tasks aimed at laying
the foundation for exploring emotion detection
within multilingual conversational contexts. Fore-
most among these tasks was the meticulous pre-
processing of the dataset, which involved address-
ing anomalies such as missing speaker information
(NaN) in the JSON files. Additionally, developed a
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Figure 1: ERC dataset format (Kumar et al., 2023)

common module for flattening lists and organized
preprocessing code into separate modules to en-
hance efficiency and facilitate code reusability.

A critical aspect of the methodology involved
harnessing transformer models pre-trained in Ro-
manized Hindi for fine-tuning efforts. Particularly
noteworthy was the fine-tuning of a pre-trained
XLM-RoBERTa model using a custom dataset.
This adaptation was necessitated by the absence
of labels in a compatible format with the XLM
model’s training corpus. The fine-tuning process
yielded promising outcomes, evidenced by the
training output demonstrating a final training loss
of approximately 0.3471 and robust training effi-
ciency metrics such as runtime and samples per
second.

However, challenges emerged during the subse-
quent phases of model evaluation and prediction.
An initial attempt to predict emotions using the de-
velopment dataset and the fine-tuned model yielded
unexpected results, with all predictions aligning
with the ”neutral” label. Subsequent analysis re-
vealed imbalances in label distribution, prompting
a meticulous review of label mapping and encod-
ing procedures to ensure the accuracy of model
predictions.

In response to these challenges, alternative strate-
gies were explored, including the augmentation of
the number of epochs in model training. Despite
these efforts, evaluation metrics following this ad-
justment showed marginal improvements, with pre-
cision, recall, and F1-scores remaining low across
various emotion categories.

Further experimentation involved ensemble tech-
niques such as bagging and boosting algorithms,
implemented through classifiers like Random For-
est and AdaBoost. While these approaches demon-
strated some enhancement in performance metrics,
challenges persisted, particularly in classes with
low precision and recall. A pivotal juncture in
the research journey involved the exploration of
oversampling techniques, inspired by insights from

the literature highlighting the limitations of un-
dersampling in small datasets. Techniques such
as Synthetic Minority Over-sampling Technique
(SMOTE) [16] were considered to address the class
imbalance and enhance model robustness. Addi-
tionally, attention was given to hyperparameter
adjustments, including batch size, learning rate,
and model architecture, to optimize model perfor-
mance.

2 Related Work

Following is research on similar Emotion detection
in conversations with multiple labels and multilin-
gual language : Emotion detection and classifica-
tion have been extensively explored within mono-
lingual datasets. However, the challenge of dealing
with code-mixed text, particularly in languages like
Hindi combined with English, has resulted in fewer
studies in this domain. Notably, Vijay et al. (Vijay
et al., 2018) conducted seminal research on emo-
tion detection in social media text characterized by
Hindi-English code-mixing (Chauhan et al., 2019).
They curated a corpus comprising 2866 sentences
across six emotion classes and conducted experi-
ments focusing on three classes: Happy, Sad, and
Anger. Their methodology involved preprocessing
the data, extracting character-n-grams and word-n-
grams as primary features, employing chi-square
for feature selection, and employing a Support Vec-
tor Machine (SVM) as the classifier, achieving an
accuracy of 58 percent.

In a similar vein, Ghosh et al. (Ghosh et al.,
2017) undertook sentiment detection tasks on
code-mixed text extracted from social media plat-
forms, utilizing English-Bengali and English-Hindi
datasets. Their approach involved classifying sen-
tences based on polarity contradictions, leveraging
features such as Sentiwordnet word matches, opin-
ion lexicons, and POS tags. They employed a Mul-
tilayer Perception model, achieving an accuracy of
68.5 percent.

Joshi et al. (Prabhu et al., 2016) explored sen-
timent analysis in Hindi-English code-mixed text
sourced from Facebook comments, maintaining a
polarity scale and forming a corpus of 3879 sen-
tences across three classes. Their unique classi-
fication method involved sub-word level LSTM
(Hochreiter and Schmidhuber, 1997), outperform-
ing traditional algorithms like Char-LSTM, SVM-
Unigram, and Naive Bayes, with an accuracy of
69.7 percent.
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A survey conducted by Samar et al. (Al-Saqqa
et al., 2018) categorized four different approaches
to emotion classification: keyword-based, corpus-
based, learning-based, and hybrid approaches. The
the survey highlighted the efficacy of hybrid ap-
proaches, particularly ensemble techniques, and
emphasized the promising outcomes of deep learn-
ing models.

Additionally, Shalini et al. (Shalini et al., 2019)
explored stance detection in English-Kannada code-
mixed data, utilizing deep learning architectures
(Tripathi et al., 2013) and text representations such
as Word2Vec and GloVe. Their findings showcased
the effectiveness of CNN in learning new weights
on top of a pre-trained model.

Further, studies by Sane et al. (Sane et al.,
2019b), and Satyajit et al. (Kamble and Joshi,
2018) delved into aggression detection, humor
detection, and hate speech detection in code-
mixed data, respectively, employing various tech-
niques such as text-based features, fastext embed-
dings, and bilingual embeddings generated using
Word2Vec.

Reflecting on the reviewed literature, it becomes
apparent that various machine learning models,
such as Support Vector Machines (SVM), Logistic
Regression, Naive Bayes, and Transformer-based
models like XLM-RoBERTa (Wei, 2021), offer
valuable features for model learning in emotion
classification tasks. While deep neural networks,
particularly those incorporating CNN as a primary
layer, have exhibited superior performance in some
studies, the approach focused on leveraging a di-
verse set of machine learning algorithms. In align-
ment with these findings, the study adopts different
machine learning models and transformer architec-
tures, including SVM, Logistic Regression, and
XLM-Roberta, for emotion classification in code-
mixed text.

3 Methodology

We initiated the data pre-processing phase to ensure
the quality and relevance of the dataset. Initially,
the dataset contained 3475 comments alongside
unrelated information, prompting the creation of
a refined dataset focusing solely on relevant infor-
mation such as utterances and their corresponding
emotions. In the pursuit of model development,
we commenced by employing traditional machine
learning (ML) models, including Logistic Regres-
sion (LR), Support Vector Machine (SVM), and

Long Short-Term Memory (LSTM). Despite initial
efforts, the obtained accuracy of 10 percent and
F1-score were unsatisfactory 9 percent, with all
predicted labels converging to neutral across the
test utterances.

Subsequently, we transitioned to fine-tuning a
pre-trained XLM-Roberta model tailored to handle
the Romanized Hindi language. We leveraged a
custom dataset due to its unique label format incom-
patible with the XLM model’s training corpus. The
training process yielded promising results, with a
final training loss of approximately 0.3471. Key
training metrics, including runtime, samples pro-
cessed per second, and total FLOPs, underscored
the efficiency and effectiveness of the training pro-
cedure.

Furthermore, we explored alternative approaches
to address the neutral label prediction issue, draw-
ing insights from external resources such as a refer-
enced medium article and relevant research papers.
Experimentation with TF-IDF feature extraction
revealed discrepancies in data formatting, necessi-
tating adjustments to ensure accurate feature extrac-
tion. By rectifying these data pre-processing issues
and revisiting logistic regression, we successfully
diversified predicted labels across utterances, albeit
with reduced accuracy and F1-score.

To address the dataset’s imbalance and size
constraints, we delved into oversampling tech-
niques, particularly the Synthetic Minority Over-
sampling Technique (SMOTE) and Adaptive Syn-
thetic Sampling (ADASYN) (Maharana and Mo-
hapatra, 2021). By oversampling the dataset and
optimizing TF-IDF parameters, we observed im-
provements in model performance, achieving an
accuracy of 33 percent and an F1 score of 35 per-
cent.

In the adjusted formula in Equation 1 below:
TP, TN, FP, and FN symbolize the counts of true
positives, true negatives, false positives, and false
negatives, respectively. These metrics serve as piv-
otal indicators in assessing the model’s efficacy.

Figure 2: Model Performance

Precision and Recall encapsulate the model’s
acumen in delineating emotional instances within
the dataset accurately. They provide insights into
the model’s capability to discern and categorize
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emotions effectively. The summation term of 1nO-
riginal Dataset- Synthetic SamplesSMOTE eluci-
dates the influence of SMOTE oversampling on the
dataset.

In this context, the Original Dataset denotes
the size of the initial dataset, while Synthetic
SamplesSMOTE signifies the number of synthetic
samples generated through SMOTE oversampling.
This component reflects SMOTE’s remedial impact
on rectifying class imbalances within the dataset,
thereby fostering enhanced model performance.

4 Results and Discussion

The results presented in Table 1 provide valuable
insights into the performance of different mod-
els in emotion recognition. Notably, the eval-
uation metrics—accuracy, precision, recall, and
F1-Score—offer a comprehensive view of each
model’s effectiveness in capturing the nuances of
emotional expressions within the dataset.

One striking observation is the superior perfor-
mance of logistic regression (LR) compared to Sup-
port Vector Machine (SVM) and transformer-based
models like XLM-Roberta. LR outperformed SVM
and XLM-Roberta.

with an accuracy of 33 percent, showcasing its
ability to better generalize to the dataset and make
accurate predictions. This outcome is particularly
noteworthy given the challenges posed by small
datasets, where traditional machine learning mod-
els often excel due to their simplicity and inter-
pretability. The utilization of SMOTE oversam-
pling and TF-IDF feature engineering played a piv-
otal role in enhancing model performance. By aug-
menting the dataset through SMOTE and increas-
ing the maximum number of features in TF-IDF
from 5000 to 8000, effectively addressed class im-
balance and enriched the feature space, leading to
a notable improvement in accuracy and F1-Score.
This underscores the importance of preprocessing
techniques in mitigating dataset constraints and
improving model robustness.

Furthermore, the decision to prioritize logistic re-
gression over transformer-based models reflects the
nuanced requirements of emotion recognition tasks
in small datasets. While transformer-based models
are celebrated for their ability to capture complex
patterns in large datasets, their performance may
be suboptimal in scenarios where data scarcity is
prevalent. By leveraging logistic regression, striked
a balance between model complexity and dataset

Model Accuracy
SVM 0.30
Logisitc Regression 0.33
XLM-Roberta 0.20

Precision Recall
0.32 0.30
0.38 0.33
0.25 0.20

F1 Score
0.30
0.35
0.28

Table 1: Model Performance Metrices

size, resulting in more reliable and interpretable
emotion recognition systems. Overall, these find-
ings reaffirm the efficacy of traditional machine
learning approaches in handling emotion recogni-
tion tasks, especially when confronted with limited
data availability. Moving forward, exploring hy-
brid models that integrate the strengths of both
traditional machine learning and transformer-based
architectures could pave the way for even greater
advancements in emotion understanding and recog-
nition.

5 Conclusion and Future Work

In the forthcoming research endeavors, we aim to
expand the scope of the emotion detection frame-
work by integrating both word embeddings and
TF-IDF features. This innovative approach seeks
to create a richer representation of textual data by
combining semantic embeddings with feature im-
portance weighting.

The primary focus will be on harnessing Convo-
lutional Neural Network (CNN) architectures to fur-
ther refine the emotion detection process. Through
the training and optimization of the CNN model
using this blended feature space, we anticipate sig-
nificant enhancements in the model’s capacity to
discern subtle emotional nuances within the text.
To validate the effectiveness of this approach, we
will employ standard performance metrics and con-
duct comparative analyses against baseline models.

Additionally, we envision extending the method-
ology to accommodate multimodal data sources,
such as text paired with audio or visual inputs
(Dhawan and Wadhawan, 2022). This expansion
will serve to broaden the application of emotion de-
tection, opening avenues for more comprehensive
analyses and interpretations of emotional content
across various media formats.

In summary, the research journey has been char-
acterized by iterative experimentation and adap-
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tation in response to emerging challenges and in-
sights. The endeavors underscore the complexity
inherent in emotion detection within multilingual
conversational data and emphasize the significance
of methodological rigor and innovation in overcom-
ing these challenges. Moving forward, the focus
remains on refining methodologies and exploring
novel approaches to further enhance the accuracy
and robustness of emotion detection systems in
diverse linguistic and cultural contexts.
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