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Abstract

Text-generative models have proven to be good
reasoners. Although reasoning abilities are
mostly observed in larger language models, a
number of strategies try to transfer this skill to
smaller language models. This paper presents
our approach to SemEval 2024 Task-5: The
Legal Argument Reasoning Task in Civil Pro-
cedure. This shared task aims to develop a sys-
tem that efficiently handles a multiple-choice
question-answering task in the context of the
US civil procedure domain. The dataset pro-
vides a human-generated rationale for each an-
swer. Given the complexity of legal issues, this
task certainly challenges the reasoning abili-
ties of LLMs and Al systems in general. Our
work explores fine-tuning an LLM as a cor-
rect/incorrect answer classifier. In this context,
we are making use of multi-task learning to
incorporate the rationales into the fine-tuning
process.

1 Introduction

In recent years, Large Language Models (LLM) de-
velopment has witnessed unprecedented advance-
ments, with Large Language Models such as GPT-
3 demonstrating remarkable capabilities in under-
standing and generating human-like text. How-
ever, the effectiveness of these models in reasoning
tasks remains an area of ongoing exploration and
enhancement. While LL.Ms excel in linguistic flu-
ency and context understanding, their capacity for
reasoning often falls short of human-level compre-
hension (Huang and Chang, 2022).

In this paper, we describe the DUTh participa-
tion in SemEval 2024 Task 5: The Legal Argu-
ment Reasoning Task in Civil Procedure (Bongard
et al., 2022)!, on leveraging the reasoning capabili-
ties of Large Language Models for multiple-choice
question-answering in the context of US civil pro-
cedure. The task can be formulated as follows:

"https://codalab.lisn.upsaclay.fr/competitions/14817

given an introduction to a case, a question, and a
candidate answer, classify if the given answer is
correct or wrong. The dataset is based on The Glan-
non Guide To Civil Procedure by Joseph Glannons
(Glannon, 2023). The multiple-choice questions
come from the book’s exercises, which aim to test
the reader.

The training set has a size of 666 entries, which
is smaller compared to other similar datasets aim-
ing to examine the capabilities of LLMs using
human-generated rationales (Hancock et al., 2019).
Although the complexity of legal domain text and
the number of details engulfed in real legal cases
are large. The cognitive skills required to under-
stand and handle legal cases make this task an in-
teresting challenge for LLMs’ reasoning abilities.

Our proposed system is a Legal BERT (Chalkidis
et al., 2020) classifier, fine-tuned on a downstream
task incorporating rationales for each answer. Our
code implementation builds on the organizers’ and
is publicly available.”> Additionally, we experi-
mented with a multi-task Flan-T5 model. This
strategy involves a different way to use rationales
in the training process. The model is trained to
predict the correct labels and, at the same time,
generate relevant rationales. Its performance is
evaluated through a custom loss function that ac-
counts for the loss of the label prediction task and
the loss of the rationale generation task separately.
Although it did not surpass the performance of the
LegalBERT classifier, it is an interesting approach
that can be further examined on the current task.

2 Background
2.1 Related Work

Large Language Models have demonstrated re-
markable few-shot capabilities (Smith et al., 2022;
Zhang et al., 2022). This models, having more than
100 billion parameters, prove to be difficult to be

Zhttps://github.com/DataMas/SemEval2024-Task5
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deployed for regular real-world applications. For
this reason, a lot of effort is being made toward
leveraging the reasoning capabilities of smaller lan-
guage models.

Knowledge distillation is a fine-tuning strategy
aiming to transfer knowledge from larger and more
complex models into smaller and more practical
models. The larger teacher model acts on a dataset
to predict its labels, and then the smaller student
model is trained on these generated labels. In fact,
distillation can be performed on unlabeled or lim-
ited labeled data (Abbasi et al., 2021; Fu et al.,
2023).

Based on this idea, rationales can also be used
to supervise the fine-tuning process of a smaller
model. Human-generated rationales have been
used as auxiliary inputs to improve the model’s
performance (Fatema Rajani et al., 2019). An-
other approach involves using these rationales as
labels in order to make a model generate similar
explanations for its predictions(Eisenstein et al.,
2022). Learning from LLM-generated rationales is
a relatively new field of experimentation. Larger
Language Models can explain their predictions by
generating reasoning steps (Kojima et al., 2022).
This reasoning steps can be used in the same way
as human-generated rationales to improve the per-
formance of smaller models (Pruthi et al., 2022).

Taking the previous ideas one step further,
(Hsieh et al., 2023) proposed a multi-task fine-
tuning framework. They essentially train a model
on two separate tasks at the same time. The model
is trained to not only predict the correct labels but
also to generate accurate rationales explaining its
predictions. They extract rationales from LLMs us-
ing Chain-of-Thought prompting. With their multi-
task training, they are able to fine-tune smaller lan-
guage models, which perform comparable to or
better than larger models. They achieve not only to
reduce the size of the final models but also the size
of the needed data.

2.2 Dataset

The organizers provide a dataset from the US legal
domain in English. It is essentially a multiple-
choice question-answer dataset. It contains ques-
tions and possible answers regarding topics of US
civil procedure. Every question concerns a legal
case. Along with each question, a paragraph serv-
ing as a general introduction to the case is pro-
vided. Every possible answer is accompanied by
an analysis of why its context is relevant to the case.

Additionally, for every batch of possible answers
corresponding to a question, a paragraph with gen-
eral comments discussing all answers’ rationales is
given.

The training and development sets are compiled
of all the features discussed above (introduction,
question, answer, analysis, and explanation), while
the test set excludes the features giving reasoning
behind every answer. The train, development, and
test sets consist of 666, 84, and 98 entries, respec-
tively. Following, we can see the structure of the
dataset clearly. The items without bold annotations
are not included in the test set.

“introduction”: A paragraph regarding the

context of the question.

- “question”: The question regarding a legal
case.

- “answer”: A possible answer to the question.

- “label”: A binary indicator for correct and

wrong answer.

“analysis”: Reasoning on why each answer is
right or wrong.

- “explanation”: A paragraph discusing the rea-
soning of all possible answers to a question.

2.3 Evaluation Measures

Submissions are evaluated by two metrics:

* F1 score: The F1 score is defined as the har-
monic mean of precision and recall, offering
a single metric to asses a classifier’s perfor-
mance by considering both false positives and
false negatives.

* Accuracy: Accuracy score is a measure used
to evaluate the performance of a classification
model. It is defined as the ratio of correctly
predicted observations to the total observa-
tions.

Finally, participants are ranked based on the F1
score of their system.

3 System Overview

3.1 Data Pre-processing

Pre-trained Large Language Models are con-
strained by the maximum length of text input they
can process. This limitation arises from the model’s
fixed-sized input layer, which can only accommo-
date a certain number of tokens (e.g., words or
sub-words). We want to use the introduction and
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analysis as context for the guestion and answer
accordingly. This makes the final input exceed its
token limit. The models we have used for our exper-
iments have a limit of 512 tokens. Combining the
introduction, question, analysis and answer creates
input instances of length greater than 700 words on
average.

In order to fit the constructed input instances,
we have employed a sliding window mechanism.
We use the same Sliding Window Complex (SWC)
strategy proposed by the organizers (Bongard et al.,
2022)3. This sliding window algorithm splits the
inputs into chunks of specified length L, which
is smaller than the limit length. In order for ev-
erything to fit, some features must be sliced. The
specific details on how the features are sliced will
be described later in the System architecture and
Multi-task learning sub-sections. For example, one
approach is to concatenate explanation and an-
swer by keeping the whole answer to every chunk
and pad the explanation until the limit of words is
reached.

3.2 System Architecture

For our system, we utilize Legal-BERT to classify
every chunk as wrong or correct. We also evaluated
BERT (Devlin et al., 2018) and DistilBERT (Sanh
et al., 2019), but they proved inferior. We fine-tune
each model with constructed input instances. These
instances are compiled by the guestion, introduc-
tion, answer, and analysis. The way these features
are concatenated to form an input is to keep the
whole question, analysis, and answer. The rest
of the available space is filled with a part of the
introduction.

Before the question, we add the distinctive fea-
ture Q:, while we also do the same thing before the
answer with the distinctive feature A:. This way,
we are making it clear to the model when a question
and an answer begin. We have experimented with
the learning rate and weight decay and used Optuna
on the best performing model for hyperparameter
optimization. Finally, training was terminated with
early-stopping, with patience being set to 10.

3.3 Multi-task Learning

Based on the idea of Distilling-step-by-step (Hsieh
etal., 2023)*, we implement a similar system where
we use the analysis feature provided in the dataset
as rationale. During the training process, the model

3 github.com/trusthlt/legal-argument-reasoning-task
4github.com/google-research/distilling-step-by-step

is trained to both predict the correct label and, at
the same time, generate a comprehensive rationale
for every input instance. This is done through the
use of a custom loss function that accounts for the
label prediction error and the rationale generation
error.

L= (1 - w)Llabcl + W Lrationale

Adding the rationale generation loss to the train-
ing process helps the model better understand the
logic behind why every answer is correct or wrong.
The loss function is weighted with a factor w.
Through w, we can control which task the model
should focus on more during training. Choosing
a w = 0.5 means that the model will try equally
to learn both tasks. For values w < 0.5 the model
places more importance on learning to predict la-
bels correctly, and for values w > 0.5 the model
is more focused on learning to generate accurate
rationales.

We use the sliding window to create the input
instances. These consist of an introduction, a ques-
tion, and an answer. The distinctive features Q:
and A: are also used here in the same way as de-
scribed in the previous paragraph. In order to fit
every instance into the limit of input tokens, every
chunk has the complete question and answer and
is padded with part of the introduction. In order to
help the model distinguish between the two tasks,
every instance is padded with another distinctive
feature. For the label prediction task, we use the
feature Predict: at the beginning of the instance.
For the rationale generation task, we use the feature
Explain:. This is done on our custom data collator
function’ and the result is two separate datasets.

In order to train the model in a multi-task man-
ner, we created a custom trainer function. In this
function, the model is prompted separately with
the two task-specific datasets coming from the data
collator. The answers of the model are evaluated,
and the loss is computed through the custom func-
tion we described earlier. Finally, we define the
prediction step of the model to produce answers for
both tasks.

For this strategy, we utilize the small version of
the Flan-T5 model (Chung et al., 2022). Because
the model is trained to generate rationales, it must
receive the labels as text. We transformed the labels
of 0 to Wrong and the labels of 1 to Correct. Conse-
quently, when the model is prompted to predict the

huggingface.co/docs/transformers/main_classes
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labels of new data, it will respond with Correct or
Wrong. For this reason, we have to convert the text
responses to 1-0 accordingly in order to evaluate
them and submit our results.

The final multi-task trained system receives a
dataset and first preprocesses it. It concatenates the
introduction, question, and answer and converts
the labels to Correct - Wrong text. The model is
prompted with the instances, and its responses are
converted into 1-0.

Pre-trained model F1-score Accuracy
LegalBERT 0.5382 0.6837
BERT 0.5081 0.7245
DistilBERT 0.4269 0.7245
LegalBERT* 0.4827 0.7245
Multi-task Flan-T5  0.5324 0.6224

Table 1: Best performance of each model. *This is
the score the best-performing model achieved during
the evaluation phase. All the other scores have been
achieved during the post-evaluation phase and are not
counted for the leaderboard.

4 Experimental Setup
4.1 Chain of Thought

Before creating embeddings, we tried to fine-tune
the models using a Chain of Thought strategy. Dur-
ing the sliding window process, we used auxiliary
phrases to make the final input make more sense
to the model. For example, we used the phrase
Based on the following before adding the part of
the introduction. After the introduction and before
the question, we added the phrase Answer the fol-
lowing question. For the answer-analysis part, we
used the phrases The following answer followed by
the answer and is correct/wrong because followed
by the analysis.

Although a widely used and promising tech-
nique, CoT did not prove to increase the perfor-
mance of our models. At least based on the phrases
and the arrangement we used. The task prefixes
Predict and Explain that we used for the multi-task
system can also be considered as a CoT approach.
On this occasion, they were efficient in guiding the
model to distinguish between the two tasks.

4.2 Experiments

Our experiments are mainly focused on fine-tuning
different models under different hyperparameters.
The hyperparameters we experimented on were the

learning rate and the weight decay. We We came
up with the best set of hyperparameters through
optimization using the Optuna hyperparameter op-
timization framework. ¢ In the first set of experi-
ments regarding fine-tuning on a downstream clas-
sification task, we evaluated three pre-trained mod-
els: BERT, LegalBERT, and DistilBERT. The best-
performing model proved to be the LegalBERT.
For the second set of experiments regarding multi-
task fine-tuning, we utilized the small version of
the Flan-T5 model. The same hyperparameter opti-
mization procedure was followed. We also exper-
imented with the parameter w which controls the
amount of focus on each task. A weight w = 0.5
proved to be slightly better.

5 Results

The comprehensive scores of our systems across
the utilised models are presented on Table 1. The
highest F1 score was 0.5324 achieved by Legal-
BERT, followed closely by the multi-task T5. Ac-
cording to accuracy, BERT and DistilBERT per-
form better with a score of 0.7245, and Legal BERT
comes in second with 0.6837. LegalBERT . Al-
though our models do not perform well, we can
make some assumptions on why that is.

Firstly, regarding Legal BERT, it is possible that
simply adding the rationale to the input along with
the introduction, question and answer will not help-
ing the model learn the logic behind justifying each
answer. In fact, it makes the model perform worse
compared to setups where only introduction, ques-
tion and answer is used (Bongard et al., 2022).
Additionally, our multi-task system, although in-
corporating a more complex training mechanism,
it does not seem to be able to distinguish answers
efficiently. The small version of Flan TS5 is only
of 80 million parameters. At this scale, it might
be difficult for language models to grasp complex
concepts laying on rationales. This, in fact, can be
confirmed by prompting the multi-task model to
generate rationales based on the input. The gener-
ated rationales barely makes any sense.

6 Conclusion

Through our experiments, we could not find a sig-
nificantly performing system. Even the multi-task
approach, which makes good use of the rationales
to better establish a connection between input and

®https://github.com/optuna/optuna
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label, could not perform well. But we demon-
strated the possible limitations and difficulties of
such tasks, where logical reasoning is needed in
order for a model to perform well.

The primary benefit of multi-task learning lies in
the use of rationales, enabling the model to perceive
the reasons behind the correctness or incorrectness
of every answer. In this work, our capabilities were
constrained by hardware limitations, leading us to
experiment with a smaller Language Model. How-
ever, this model’s capacity to comprehend longer
content is limited by its size.

Next steps could involve experimentation with
bigger Language Models regarding the multi-task
approach. We believe that a larger model could
better grasp the context of the rationales and draw
better associations between a question and possible
answers. Another approach regarding the multi-
task strategy is to incorporate rationales through
a more efficient loss function. Another weighing
strategy could be used, for example.
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