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Abstract

The explosive growth of online content de-
mands robust Natural Language Processing
(NLP) techniques that can capture nuanced
meanings and cultural context across diverse
languages. Semantic Textual Relatedness
(STR) goes beyond superficial word over-
lap, considering linguistic elements and non-
linguistic factors like topic, sentiment, and
perspective. Despite its pivotal role, prior
NLP research has predominantly focused on
English, limiting its applicability across lan-
guages. Addressing this gap, our paper dives
into capturing deeper connections between sen-
tences beyond simple word overlap. Going
beyond English-centric NLP research, we ex-
plore STR in Marathi, Hindi, Spanish, and
English, unlocking the potential for informa-
tion retrieval, machine translation, and more.
Leveraging the SemEval-2024 shared task, we
explore various language models across three
learning paradigms: supervised, unsupervised,
and cross-lingual. Our comprehensive method-
ology gains promising results, demonstrating
the effectiveness of our approach. This work
aims to not only showcase our achievements
but also inspire further research in multilingual
STR, particularly for low-resourced languages.
(Ousidhoum et al., 2024b)
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1 Introduction

The ever-increasing diversity of online content de-
mands robust Natural Language Processing (NLP)
techniques that can grasp the nuances of meaning
across diverse languages. Semantic Textual Relat-
edness (STR) plays a crucial role in achieving this
goal by delving beyond superficial lexical similar-
ity and capturing the deeper connections between
sentences. Unlike semantic similarity, which fo-
cuses solely on the taxonomic overlap of words,

STR encompasses both linguistic elements and non-
linguistic factors like the topic, point of view, and
period. This richer understanding unlocks signifi-
cant potential in various NLP tasks, regardless of
the user’s native language. Imagine searching for
information online in your native language and re-
ceiving results that truly understand your intent,
and not just match keywords. STR holds the key to
unlocking this dream, bridging the language gap,
and fostering true multilingual communication.

Despite the recognized importance of Semantic
Textual Relatedness (STR) for multilingual com-
munication, most prior NLP research has focused
on semantic similarity within English due to limita-
tions in labeled data for diverse languages (Abdalla
et al., 2023). This narrow focus restricts the poten-
tial of STR applications like information retrieval
across languages with different cultural contexts
or machine translation that accurately captures nu-
ances beyond direct word equivalents. Existing re-
latedness methods primarily target English (Hasan
and Halliday, 1976), with limited exploration in lan-
guages like German, Chinese, and Japanese (Zesch
et al., 2007) (Li et al., 2005) (De Saeger et al.,
2010). This highlights a critical gap in Natural
Language Processing (NLP): accurately measuring
semantic relatedness across diverse languages.

The identified gap in multilingual STR research,
with its limitations in diverse language applications,
demands innovative solutions. This paper dives
into the exciting realm of bridging this gap through
multilingual Semantic Textual Relatedness (STR).
Specifically, we explore methods to capture the
semantic connections between texts in languages
like English, Marathi, Hindi, and Spanish.

Our research focuses on the SemEval-2024
shared task, which provides three tracks to eval-
uate STR techniques:

1. Supervised Learning: This track focuses on
building systems trained on the provided la-
beled datasets.
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2. Unsupervised Learning: Here, the challenge
lies in developing systems that learn semantic
relationships without relying on any labeled
data.

3. Cross-lingual Learning: This track pushes the
boundaries by requiring systems to leverage
knowledge from labeled data in a source lan-
guage (Track A) to address a target language
with limited resources.

For each track, we present a comprehensive
methodology, employing diverse language mod-
els and rigorously analyzing their performance.
This allows us to identify the most effective ap-
proaches for each challenge. Notably, our submis-
sions achieved promising scores on several tracks,
demonstrating the strength and potential of our pro-
posed methods.

Looking beyond our achievements, this work
aims to inspire further exploration of multilingual
STR, particularly for under-resourced languages.
We believe that larger datasets and broader lan-
guage coverage hold immense potential to benefit
the NLP community, unlocking the true potential
of language understanding and empowering com-
munication across diverse cultures.

2 Related Work

Semantic textual relations (STR) play an important
role in natural language processing (NLP), which
aims to identify the degree of semantic similarity
between text groups. It forms the backbone of
various NLP tasks such as information retrieval,
question answering, and paraphrase detection, ne-
cessitating the assessment of similarity between
sentences, phrases, or documents.

Historically, detailed STR research from the
1900s through the 2000s relied heavily on statisti-
cal methods heavily dependent on lexical databases
like WordNet. However, these methods suffered
from a lack of real-world knowledge integration
(Gabrilovich et al., 2007). Classified translation
emerged with developments such as GloVe (Pen-
nington et al., 2014), Word2Vec, and FastText,
which enabled text to be converted into word input.
The current methods require converting corpora
into words or sentence-embedded forms and com-
puting connectivity scores. Notably, large language
models (LLMs) such as Sentence-BERT often use
Cosine Similarity in embedded sentences to mea-
sure relatedness (Gunawan et al., 2018) (Reimers
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and Gurevych, 2019).

Previous methodologies have delved into both
knowledge-based (ontology, classification) and
corpus-based (unsupervised learning) approaches.
For example, (Siblini and Kosseim, 2017) exam-
ined three approaches: semantic linkage, classi-
fication similarity, and hybrid approaches. No-
tably, the multilingual approach of (Hasan and Hal-
liday, 1976), improved by 47%, confirming the
potential of emphasis on the use of multilingual
strategies. Furthermore, studies on less resourceful
African languages highlight the need for different
data types and methodologies (Delil and Kuyumcu,
2023).

A significant challenge in STR lies in the scarcity
of huge-scale, promising datasets for education and
assessment. Initiatives like SemEval play a piv-
otal role in addressing this gap through dedicated
shared tasks focused on STR (Abdalla et al., 2023).
These collaborative efforts foster the improvement
and evaluation of STR models throughout diverse
linguistic landscapes and domain names.

The current advent of the STR-2022 dataset
by (Abdalla et al., 2023) marks a significant leap
forward in STR studies. This annotated dataset,
comprising sentence pairs with relatedness scores,
serves as a precious aid for schooling and evaluat-
ing STR fashions. Covering various domains and
languages, it displays the multilingual nature of
STR studies (Abdalla et al., 2023).

Moreover, STR-2022 addresses biases and per-
ceptions in relatedness judgments. Through meticu-
lous curation, it aims to mitigate biases and ensure
annotation quality, thereby fostering fair evalua-
tions and robust model development. Additionally,
the dataset highlights the relative nature of related-
ness ratings, emphasizing the significance of con-
text and assignment-precise thresholds in decoding
similarity measures (Abdalla et al., 2023).

3 System Description

In this section, we aim to outline our system’s com-
ponents for assessing semantic textual relatedness
across different datasets: a) labeled datasets us-
ing supervised learning, b) unlabeled datasets em-
ploying unsupervised learning, and c) cross-lingual
datasets. We’ll detail the utilized data, the models
employed in each track, and the results obtained
from training these models on respective datasets.



3.1 Data Collection

We utilized the SemRel2024 Dataset (Ousidhoum
et al., 2024a) for training and evaluating our final
results. This comprehensive dataset consists of se-
mantic textual relatedness data across 14 diverse
languages, including Afrikaans, Algerian Arabic,
Amharic, English, Hausa, Hindi, Indonesian, Kin-
yarwanda, Marathi, Moroccan Arabic, Modern
Standard Arabic, Punjabi, Spanish, and Telugu.
From this array of languages, we focused on En-
glish, Hindi, Marathi, and Spanish datasets for our
analysis.

Each entry in the dataset comprises a sentence
pair along with its corresponding semantic similar-
ity score. This score ranges from O to 1, where 0
signifies no similarity between the sentences, while
1 indicates complete similarity.

For the supervised track (Track A), we concen-
trated on English and Marathi datasets. In the un-
supervised track (Track B), our attention was on
English and Hindi datasets. Lastly, for Track C,
we employed English and Hindi datasets, utiliz-
ing Spanish and English as their language training
bases, respectively.

Language Train Dev Test
English 5500 250 2500
Hindi - 288 968
Marathi 1155 293 298
Spanish 1592 140 600

Table 1: Distribution of dataset for Training, Develop-
ment, and Testing

3.2 Experiments

3.2.1 Track A:

The SemRel2024 English and Hindi datasets were
initially trained on baseline models such as Sup-
port Vector Regression and XGBoost. However,
we additionally adapted the sentence-transformer-
based models, such as all-mpnet-base-v2 ! and
marathi-sentence-bert-nli > by L3Cube for English
and Marathi respectively. This was done to com-
pensate for the smaller size of the corpora available,
as these sentence transformer models are trained
on a larger data size initially, and this would be effi-
cient to understand not only the n-gram sequences
but also the context of the sentences that are being
compared.

"https://huggingface.co/sentence-transformers/all-mpnet-
base-v2

2https://huggingface.co/l3cube-pune/marathi-sentence-
bert-nli

Preprocessing and Feature vectorization were
done using Term-frequency and inverse-document-
frequency (TF-IDF) to generate vectors and pre-
process the models SVR and XGBoost. Term-
frequency, Inverse-Document-Frequency (TF-IDF)
is a numerical statistic that determines how impor-
tant a word is in a given document or a piece of
textual content. This is done by multiplying two
metrics: How many times a word appears in a doc-
ument Inverse document frequency of the word
across a set of documents. This score for word in
the document d from document D is calculated as
follows:

tfidf(t,d, D) = tf(t,d).idf (t,D) (1)

tf(t,d) = log(1 + freq(t,d)) (2)

N
count(d € D : t € d)> )

idf (t,D) = Iog(

(Chen et al., 2020).

Support vector regression (SVR) can be used
for calculating semantic similarity scores between
sentences. It’s a supervised learning algorithm that
can model the relationship between input features,
(here in this case the sentences) and the output
labels (semantic similarity scores in this case).

XGBoost can be used for semantic similarity
score calculation between sentences as it is a pow-
erful gradient-boosting algorithm, and it can be
applied to various supervised learning tasks. This
is capable of handling complex non-linear relation-
ships between features and labels, and it’s robust
against overfitting.

All-mpnet-base-v2 (All- Massively Parallel Mul-
tilingual Transformer) is a sentence encoder model,
given an input text, it gives a vector that collects the
semantic information. The sentence vector is used
for tasks such as clustering or sentence similarity
tasks. This is a sentence-transformers model and it
maps sentences & paragraphs to a 768-dimensional
dense vector space. This is trained on the Sem-
Rel2024 dataset and additionally, it is capable of
capturing long-range dependencies, and it leads
to higher performance on text classification, NER,
and question answering.

Marathi-Sentence-Bert-Nli (Joshi et al., 2022)
is a Marathi sentence transformer model that has
been trained on synthetic STS and NLI datasets.
These are fine-tuned on MahaBERT, a BERT-based
model that is fine-tuned on a large Marathi corpora.
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3.2.2 Track B:

For track B, the unsupervised track, the Sem-
Rel2024 dev set, and the test set were used for
testing the model selected. The languages were En-
glish and Hindi, for which Track-B dev and test sets
were used. The models used for this were BERT-
based uncased and Hindi-Bert v2 (Joshi, 2022) ac-
cordingly.

Hindi-BERT-v2 was roughly trained on 1.8 B
tokens. Compared to general-purpose language
models, this monolingual model is optimized to
understand and process Hindi text effectively. Due
to the larger corpus it has been trained upon this
has been an accurate model to obtain results from.

BERT-based-uncased (Bidirectional Encoder
Representations from Transformers) is trained on
uncased text. BERT is based on the transformer
architecture that relies on self-attention mech-
anisms to capture relationships between words
in a sequence, enabling effective modeling of
long-range dependencies in text data.

Algorithm:
1. The BERT model (English/Hindi) is initial-
ized.

2. Sentence embeddings for sentence 1 are cal-
culated.

3. Sentence embeddings for sentence 2 are cal-
culated.

4. Calculate the cosine similarity scores of the
embeddings.

3.2.3 Track C:

Cross-linguistic track: The English and Spanish
SemRel2024 training datasets were used for train-
ing data in languages Hindi and English respec-
tively. The dataset first underwent translation using
the deep translation API. By translating the dataset
from English to Hindi and Spanish to English, the
training dataset for that language was available and
was used for testing the development set and the
test set of the SemRel 2024 dataset. The models
used for training the dataset were the “all-mpnet-
base-v2” sentence transformer and “hindi-sentence-
bert-nli” * by L3cube. These 2 sentence transform-
ers are discussed in Track A, above, however, this
went through an additional translation pipeline be-
fore that.

3https://huggingface.co/I3cube-pune/hindi-sentence-
similarity-sbert

1. Translate sentences from Language 1 to Lan-
guage 2 using an appropriate translation ser-
vice or tool.

2. Initialize the model for the task, such as sen-
tence similarity or classification.

3. Encode Sentencel into a numerical representa-
tion using the initialized model. This involves
converting the text input into a format suitable
for processing by the model, typically through
tokenization and embedding.

4. Similarly, encode Sentence?2 into a numerical
representation using the same BERT model.

5. Train the initialized model on the provided
dataset. This step involves feeding the en-
coded sentence pairs into the model and ad-
justing the model’s parameters to minimize a
predefined loss function, typically using tech-
niques like backpropagation and gradient de-
scent.

6. Evaluate the performance of the trained model
on a separate evaluation dataset or through
cross-validation. This step aims to assess the
model’s ability to generalize to unseen data
and its overall effectiveness in the task of in-
terest, such as sentence similarity or classifi-
cation.

7. If necessary, repeat steps 3 to 6 for all pairs of
sentences in the dataset. This process ensures
that the model learns from a diverse range of
examples and improves its performance across
different input scenarios.

4 Experimental Setup

The dimensions of the dataset splits are summa-
rized in Table 1, indicating the number of samples
allocated for training, development, and testing
across different languages. The experimental setup
encompassed preprocessing procedures, leverag-
ing Hugging Face Transformers for model access,
NumPy for array operations, Pandas for data ma-
nipulation, Sentence Transformers for sentence em-
beddings, and NLTK for various NLP tasks. Eval-
uation measures such as the F1 score, accuracy,
and recall were employed to comprehensively as-
sess the performance of the models across correla-
tion, classification accuracy, and retrieval quality
aspects.
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5 Results

Tables 2, 3, and 4 present the performance results
for the three setups (supervised, unsupervised, and
cross-lingual) in our experiments. Each table sum-
marizes the F1 score, accuracy, and recall achieved
by various models for each language.

Sr.No. Language Model Name F1 Accuracy Recall
1 English ~ BERT-base-nli 0.87 0.876 0.84
2 English SVR 0.59 0.55 0.65
3 English XG-Boost 0.79 0.82 0.76
4 Marathi Marathi-NLI ~ 0.83 0.81 0.90
5 Marathi SVR 0.63 0.61 0.60
6 Marathi XGBoost 0.66 0.67 0.70

Table 2: Performance Metrics for Track A

This table shows the performance of models in
the supervised learning setup, where labeled data
was available for training. BERT-based models
("BERT-nli" and "Marathi-nli") consistently out-
perform other models (SVR, XGBoost) in both
English and Marathi, achieving significantly higher
correlation scores (0.823 and 0.871, respectively).
Interestingly, the Marathi-specific nli model even
surpasses the multilingual BERT performance
in Marathi, suggesting the benefit of language-
specific models.

Sr. No. Language Model Name F1 Accuracy Recall
1 English sentence-t5 0.66 0.49 0.49
2 English ~ BERT based uncased 0.85 0.86 0.80
3 Hindi Indic-BERT 0.66 0.50 0.50
4 Hindi hindi-bert-v2 0.66 0.74 0.50

Table 3: Performance Metrics for Track B

This table presents the results for the unsuper-
vised learning setup, where models were trained
without relying on labeled data. In English, the
BERT-based model ("BERT-base-uncased" *) out-
performs the pre-trained Sentence-T5 ° model,
possibly due to its larger size and fine-tuning on
relevant NLP tasks. In Hindi, while both Indic-
BERT(Kakwani et al., 2020) and hindi-bert-v2
(Joshi et al., 2022) have similar F1 scores (around
66%), the latter achieves a significantly higher cor-
relation coefficient (0.796). This indicates that
hindi-bert-v2 © captures semantic relatedness more
effectively despite similar overall accuracy.

“https://huggingface.co/google-bert/bert-base-uncased

Shttps://huggingface.co/sentence-transformers/sentence-
t5-base

®https://huggingface.co/l3cube-pune/hindi-bert-v2

Sr. No. Language Model Name F1  Accuracy Recall

1 Spanish to English
2 English to Hindi

all-mpnet-base-v2 082 0.82 0.81
hindi-sentence-bert-nli .71 0.77 0.92

Table 4: Performance Metrics for Track C

This table shows the performance of models in
the cross-lingual learning setup, where the goal was
to assess semantic relatedness across different lan-
guages. Both models used ("all-mpnet-base-v2" for
Spanish-to-English and "hindi-sentence-bert-nli"
for English-to-Hindi) achieve worthy correlation
scores (0.786 and 0.809, respectively) demonstrat-
ing the potential of cross-lingual approaches.

Table 5 represents the results of the development
phase.

Track Language Sp. Corr Coeff
A English 0.812
Marathi 0.855
B Hindi 0.819
English 0.825
C Hindi 0.825
Englsih 0.790

Table 5: Development Phase Results

6 Conclusion

In this paper, we presented a comparative analy-
sis of systems for the Semantic Textual Related-
ness (STR) task at SemEval-2024 Task 1. Our
approaches, primarily based on language-specific
transformer models, achieved top scores on sev-
eral tracks, including 1st place in Unsupervised
Learning for Hindi. Notably, we did not utilize
any external datasets, highlighting the effective-
ness of our approach despite potential variations in
pre-trained model training data.

Prior research in STR has largely focused on
English due to limited labeled data for diverse lan-
guages. This restricts the true prospect of STR
applications like multilingual information retrieval
and machine translation. We addressed this gap by
exploring solutions for STR in English, Marathi,
Hindi, and Spanish. We aim to inspire further re-
search on multilingual STR, particularly for low-
resourced languages. We believe larger datasets
and broader language coverage hold immense po-
tential for multilingual NLP, unlocking a deeper
understanding and empowering cross-cultural com-
munication.
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