
SCI-CHAT 2024

SCI-CHAT - Workshop on Simulating Conversational
Intelligence in Chat

Proceedings of the Workshop

March 21, 2024



c©2024 Association for Computational Linguistics

Order copies of this and other ACL proceedings from:

Association for Computational Linguistics (ACL)
209 N. Eighth Street
Stroudsburg, PA 18360
USA
Tel: +1-570-476-8006
Fax: +1-570-476-0860
acl@aclweb.org

ISBN 979-8-89176-082-0

i



Introduction

Welcome to the Workshop on Simulating Conversational Intelligence in Chat (SCI-CHAT 2024)!

Enabling easy communication with machines via natural language is a main focus of dialogue research,
including open-domain, task-oriented, knowledge-grounded and instruction-tuned models. The aim of
this workshop is to bring together experts working in these speedily advancing research areas where ma-
ny challenges still exist, such as learning information from conversations, applying such as a realistic and
convincing simulation of human intelligence, reasoning, etc.

SCI-CHAT follows previous workshops on open domain dialogue but with a focus towards the simula-
tion of intelligent conversation, including the ability to follow a challenging topic over a long (multi-turn)
conversation, while positing, refuting and reasoning over arguments.

Our research track aims to provide a venue for reporting and discussing the latest developments in si-
mulation of intelligent conversation, chit-chat, open-domain dialogue AI. The shared task focuses on
simulating intelligent conversations; participants were asked to submit automated dialogue agents with
the ability to follow a nuanced conversation topic over multiple dialogue turns, and the ability to posit,
refute and reason over arguments. The participating systems were interactively evaluated with real users.
All data acquired within the context of the shared task are made public, providing an important resource
for improving metrics and systems in this research area.

SCI-CHAT’s program consists of four accepted research track papers and two shared task system de-
scription papers. The program includes work on intelligent conversation, chit-chat, open-domain dia-
logue, automatic and human evaluation of open-domain dialogue, and limitations, risks and safety in
open-domain dialogue. Our program also includes two invited presentations from influential researchers.

Our warmest thanks go to the program committee – for their time and effort providing valuable feedback,
to all submitting authors – for their thought-provoking work, and to the invited speakers – for doing us
the honor of joining our program.

Yvette Graham
Qun Liu
Gerasimos Lampouras
Ignacio Iacobacci
Sinead Madden
Haider Khalid
Rameez Qureshi
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Abstract

The aim of this workshop is to bring together
experts working on open-domain dialogue re-
search. In this speedily advancing research area
many challenges still exist, such as learning
information from conversations, engaging in
realistic and convincing simulation of human
intelligence and reasoning. SCI-CHAT follows
previous workshops on open domain dialogue
but with a focus on the simulation of intelli-
gent conversation as judged in a live human
evaluation. Models aim to include the ability
to follow a challenging topic over a multi-turn
conversation, while positing, refuting and rea-
soning over arguments. The workshop included
both a research track and shared task. The main
goal of this paper is to provide an overview of
the shared task and a link to an additional pa-
per that will include an in depth analysis of the
shared task results following presentation at the
workshop.1

1 Introduction

Despite substantial progress in conversational AI
over the past number of years and heightened atten-
tion amongst the general public, effective evalua-
tion of such systems remains a challenge. The ideal
evaluation of dialogue models consists of measure-
ment of performance via a large group of human
users who partake in conversations with models in
a live evaluation and report the successes or failures

1https://arxiv.org/abs/2402.06420

that take place. Past attempts at live human evalua-
tion of dialogue systems have yet to be successful,
as results have either relied fully on automatic met-
rics known to correlate poorly with human evalu-
ation (if at all), or discarded human evaluation as
they were unfortunately deemed unreliable (Dinan
et al., 2019), and past challenges are likely due
to the nature of the problem. There often exists
an excessively large number of potential good re-
sponses (rendering reference-based evaluation as
vastly under-rewarding systems), in addition to the
challenges of evaluating the many facets of human
conversation that enable simulation of intelligence.
Open domain dialogue susequently provides what
we consider to be one of the most challenging eval-
uation tasks in NLP. In this shared task, we revisit
live human evaluation of models, and apply meth-
ods proven successful in distinct NLP tasks to the
open domain dialogue.

2 Shared Task

The shared task has the focus of simulating any
kind of intelligent conversation and participants
were asked to submit an automated dialogue agent
API with the aim of carrying out nuanced conversa-
tions over multiple dialogue turns, and the ability
to posit, refute and reason over arguments. Partic-
ipating systems were then interactively evaluated
in a live human evaluation following the procedure
described in (Ji et al., 2022).

1
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2.1 Participating Models

To promote accessibility and encourage participa-
tion, participants were permitted to use any pre-
trained (or not) model and were provided a baseline
model in the form of DialoGPT-Medium fine-tuned
on Freakonomics2 podcast transcripts which are
publicly available and crawled easily with scripts
provided in our Git repository.3 Participants are
additionally permitted to use pre-trained models
that are not freely accessible to the public, but to
ensure fairness, participants are requested to inform
organisers to identify systems in analysis of results.

Participants are permitted to use any data for
system training, including the provided podcast
dataset, but also other available datasets such as:
Personachat, Switchboard, MultiWOZ, amongst
others.

2.2 Evaluation Criteria

The evaluation process aims to provide valuable
insights into the performance of the AI system
in generating human-like conversation. Human
assessment is used as the primary/official results
of the competition, and this human evaluation is
carried out using the Direct Assessment method
adapted for Open-domain dialogue (Ji et al., 2022)
described further below.

During human evaluation, human judges are
given an assigned topic from a past podcast to dis-
cuss with models which is essentially an intelli-
gence conversation topic, such as New Technolo-
gies Always Scare Us. Is AI Any Different?” after
which they rate the performance of the model under
a number of criteria using Direct Assessment.

2.3 Direct Assessment

Direct Assessment (DA) evaluation was first devel-
oped to assess the quality of machine translation
output and overcomes past challenges and biases
by asking evaluators to assess a single system on a
continuous rating scale using Likert type statement
(Graham et al., 2013). DA includes accurate qual-
ity control of crowd-sourcing and enables improve-
ments over time to be measured (Graham et al.,
2014), as well as a more accurate and cost-effective
gold standard for quality estimation systems (Gra-
ham et al., 2016, 2017), and has been used to train
MT metrics (Ma et al., 2017), as well rank systems

2https://freakonomics.com/
3https://github.com/hkmirza/

EACL2024-SCI-CHAT-SharedTask/tree/main/Dataset

in WMT competitions (Kocmi et al., 2022).
Besides machine translation, DA has also been

used to evaluate and produce official results of
shared tasks in natural language generation (Mille
et al., 2018, 2019, 2020) and TRECVid video cap-
tioning competitions (Awad et al., 2023).

3 Results and Analysis

Results and analysis of the competition are pro-
vided at the following url: https://arxiv.org/
abs/2402.06420.

4 Conclusion

This paper describes an outline of the shared task
currently underway to assess the ability of state-
of-the-art dialogue models to simulate intelligence
in conversation. In-depth results and analysis will
be provided here on completion of the live human
evaluation of models: https://arxiv.org/abs/
2402.06420 All data acquired within the context
of the shared task will be made public, providing an
important resource for improving human evaluation
and automatic metrics in this research area.
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Abstract
State-of-the-art conversational AI systems raise
concerns due to their potential risks of generat-
ing unsafe, toxic, unethical, or dangerous con-
tent. Previous works have developed datasets to
teach conversational agents the appropriate so-
cial paradigms to respond effectively to specif-
ically designed hazardous content. However,
models trained on these adversarial datasets
still struggle to recognize subtle unsafe situ-
ations that appear naturally in conversations
or introduce an inappropriate response in a
casual context. To understand the extent of
this problem, we study prosociality in both ad-
versarial and casual dialog contexts and audit
the response quality of general-purpose lan-
guage models in terms of propensity to pro-
duce unsafe content. We propose a dual-step
fine-tuning process to address these issues us-
ing a socially aware n-pair contrastive loss.
Subsequently, we train a base model that inte-
grates prosocial behavior by leveraging datasets
like Moral Integrity Corpus (MIC) and PROSO-
CIALDIALOG. Experimental results on several
dialog datasets demonstrate the effectiveness of
our approach in generating socially appropriate
responses. 1

1 Introduction

There is growing concern regarding the potential
risks (Kumar et al., 2023; Derner and Batistič,
2023; Bianchi et al., 2023) of state-of-the-art con-
versational AI systems. Often relying on extensive
knowledge (Hu et al., 2022; Peng et al., 2023) and
data-driven approaches, these systems can gener-
ate or endorse unsafe, toxic, unethical, rude, or
even dangerous content (Kim, 2022; Brown et al.,
2020). While larger models may have some built-in
guardrails, it is essential to recognize that language
models with fewer parameters may struggle to com-
prehend and identify such unsafe scenarios. Conse-
quently, their ability to respond appropriately and

1https://github.com/souvikdgp16/contrastive_
dialog_safety

mitigate these concerns might be limited. The con-

Figure 1: Examples drawn from LLAMA2(7B) trained on
PROSOCIALDIALOG and subsequently on Empathetic Dia-
logues dataset. Case 1 shows a successful prosocial response
in an adversarial scenario. Case 2 shows an adversarial sce-
nario in which the generator fails to understand the context,
3 & 4 are more nuanced scenarios often exhibited in casual
conversations, like in the Empathetic Dialogues dataset.

cern stems from the lack of comprehensive train-
ing data and knowledge that can hinder the under-
standing (Baheti et al., 2021) and contextual inter-
pretation of potentially unsafe content by smaller
pre-trained language models. While these mod-
els still possess conversational capabilities (Roller
et al., 2021; Chung et al., 2022), their limited ex-
posure to a wide range of information may make
them less proficient in recognizing and appropri-
ately responding to unsafe statements or scenarios.
Consequently, there is a higher likelihood of gener-
ating adequate or appropriate responses, potentially
exacerbating concerns about hazardous content.

Recently, there have been efforts to develop
datasets to teach conversational agents the appro-
priate social paradigms to respond effectively to
unsafe content while maintaining the flow of con-
versation(Ziems et al., 2022; Kim et al., 2022; Jiang

4
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et al., 2022). However, these datasets predomi-
nantly focus on constructing explicitly harmful or
hazardous contexts; conversely, a negative situa-
tion may be presented subtly in a normal day-to-
day conversation. As evident from Figure 1, a
model trained on these adversarial datasets pro-
duces appropriate responses to obvious negative
scenarios, as depicted in case 1 . However, in
some hostile instances in which some intervention
is required, it might fail to understand the situation
and come up with a trivial response, as depicted in
case 2 . Also, it can exhibit inappropriate behavior
in casual contexts by over-generalizing negative
patterns(case 3 ) learned in the adversarial data.
Lastly, the model can fail to comprehend specific
scenarios and generate hazardous responses(case
4 ). These challenges highlight the need for com-
prehensive training approaches that consider the
intricacies of social interactions and the potential
for reducing harmful content.

This work addresses the prosociality issues in
both adversarial and casual scenarios. First, to un-
derstand the extent of this issue, we audit the proso-
ciality of responses generated by general-purpose
language models in two settings: zero-shot and fine-
tuned on adversarial data. In the next step, to cir-
cumvent the previously stated concerns, this paper
proposes a dual-step fine-tuning process that uti-
lizes adversarial datasets(MIC (Ziems et al., 2022),
ProsocialDialog (Kim et al., 2022)) to train a base
model and ultimately fine-tune on target casual
datasets augmented with Rule of Thumb(RoT). We
build on the work of (Sohn, 2016; An et al., 2023;
Krishna et al., 2022) to introduce socially-aware
aware n-pair contrastive loss used in each fine-
tuning step, which reranks each candidate based
on the prosociality level. Finally, we devise an en-
hanced beam-search-based inference algorithm that
factors in the prosociality of each candidate. Ex-
perimental results across several chit-chat datasets
compared with multiple baselines validate the ef-
fectiveness of our approach.

To summarize, we propose the following contri-
butions:

• Conduct an audit of general-purpose language
models’ response quality regarding prosocial be-
havior.

• Devise a novel socially-aware n-pair contrastive
loss for generating socially appropriate responses
that can be applied to adversarial and casual sce-
narios.

• We leverage datasets like Moral Integrity Cor-
pus(MIC) and PROSOCIALDIALOG and socially-
aware n-pair contrastive loss to train a base
model that enhances the social behavior in ad-
versarial and casual scenarios.

• Perform thorough experimentation on several
datasets to confirm the effectiveness of our ap-
proach.

Figure 2: Model audit results: the chart shows that even when
a conversation happens in a casual setting, the chances of pro-
ducing unsocial content by a Language Model are significant.

2 Model Generated Data Audit

We fine-tuned 2 several general-purpose lan-
guage models like BLENDERBOT(2.7B), FLAN-
T5-XL(3B), GPT2-XL(1.5B) and , LLAMA2(7B)
on PROSOCIALDIALOG dataset and subsequently
on Empathetic dialogs dataset. To make the task
more challenging, we only considered one previous
turn to generate responses during fine-tuning and
inference3. After that, we compared the prosocial-
ity levels of 500 responses generated from each
model using three settings: (1) Zero-shot with
casual prompts, (2) Fine-tuned with adversarial
prompts 4 and (3) Fine-tuned with casual prompts.
We then classify each of these sampled responses
into five classes(more details in §C)(CASUAL not
shown) using a classifier trained on PROSOCIAL-
DIALOG dataset as described in §D. Based on the
Figure 2, we made the following observations:

2using LoRA(Hu et al., 2021), and PEFT library
https://huggingface.co/docs/peft/index

3We followed this setting in all of our experiments
4randomly sampled from PROSOCIALDIALOG test set for

the classes which need caution and intervention.

5
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Figure 3: Overview of the entire training pipeline, 1 denotes the unsocial response generation and selection process, which
is used both in base and final fine-tuning steps §3.3. 2 denotes the base fine-tuned model; the primary goal in this step is to
improve prosociality in adversarial cases §3.5. 3 denotes the final fine-tuned model on individual casual dialog datasets §3.6.
4 denotes our socially-aware n pair contrastive loss §3.4. Before the contrastive loss is calculated, the candidates are scored and

ranked by an oracle function and a prosocial classifier. After re-ranking, some false positives are ranked higher in prosociality,
jointly decided by the sequence score from the oracle function and the ProscialScore(.) from the prosocial classifier.

• As expected, large language models fail to
produce socially acceptable responses across
many instances in zero-shot settings when
prompted with casual prompts. Also, proso-
ciality increases when a fine-tuned model is
prompted with adversarial prompts. However,
there is enough room for improvement, con-
sidering a large percentage still needs inter-
vention.

• To our surprise, when these fine-tuned models
are prompted with casual prompts, they still
produce a considerable percentage of unso-
cial responses. Though some models may
be slightly more prosocial, the portion where
intervention is needed is still high. This high-
lights the need to address the prosociality is-
sues in casual conversations.

• To understand how effective these classi-
fications were, we randomly sampled 100
generations from each model and did some
human verification; the kappa score(κ) be-
tween the classifier and the annotator for
BLENDERBOT(2.7B) is 0.67, FLAN-T5-XL

is 0.58, GPT2-XL is 0.48 and LLAMA2(7B) is
0.53, which suggests fair to a moderate agree-
ment. We use this classifier for each study
to get an adequate signal in our downstream
pipeline.

3 Method

3.1 Dual-Stage Training Framework

Given a conversation history H and a Rule-of-
thumb(RoT)(wherever present), our task is to gen-
erate a socially acceptable response using a neural
sequence-to-sequence model M = (f, g), where
f , g are encoder and decoder respectively. f will
be conditioned on the conversational history H
and Rule of Thumb(RoT). In this task, we will use
datasets specifically designed to steer the genera-
tion of socially acceptable responses like PROSO-
CIALDIALOG have predefined (RoT) data; how-
ever, in the case of causal chitchat datasets like
DailyDialog, etc., we augment the datasets with
generated RoTs using our RoT generation mod-
ule. To make the M = (f, g) more socially aware,
we propose socially aware n pair contrastive loss
that is used in both stages of our training pipeline.
Subsequently, we propose a dual-stage contrastive
learning framework to effectively train a dialogue
model to understand the subtle socially inappropri-
ate scenarios as depicted in Figure 1. In the Stage
1, we will train a base model that learns the in-
tricacies of prosocial interaction using adversarial
contexts. In Stage 2, using the base model, we will
train a series of final models on casual conversation
datasets. Figure 3 illustrates the overall training
pipeline.
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3.2 Dialog Safety Classification and
Rules-of-Thumb(RoT) Generation

We train a dialog safety classifier and a social
norm or rules-of-thumb(RoT) generator MRoT ,
which is used in both stages. We train an
encoder-decoder model for generating the dialog
safety labels and RoT (More details in §E). For
training MRoT , we model this conditional prob-
ability distribution p(S,R|H), where S is the
safety label, R is the given social norm, and H
is the context/conversation history. Following
CTRL (Keskar et al., 2019), we prepended con-
trol tokens (< context >, < objective− voice > and
< lexical− overlap >) with the context H . The em-
beddings of the control tokens are learned during
the training time. This ensures the generated RoT
is faithful to the context. Our dialog safety classifi-
cation and RoT generation results are shown in §C
and E.

3.3 Unsocial Response Generation & Selection
We train a model Madv to sample unsocial
responses that are used in §3.4. The training
objective of Madv is to model the conditional
probability distribution p(A|H,R), where H is
the context, R is the given RoT, and A is the
unsocial response. We fine-tune a T5 model on
filtered-out utterances from the Moral Integrity
Corpus(MIC) dataset (Ziems et al., 2022) where
the severity of unsocial behavior is greater than five.
During training, we dynamically sample unsocial
responses and adopt similarity-based sampling
criteria: we randomly sample 100 samples from
PROSOCIALDIALOG dataset where intervention
is required 5 and form m6 clusters(using K-
means). Now, we calculate each cluster’s average
embedding(ei), calculate the average cosine
similarity with each cluster and a candidate(c) and
select top-k from j candidates. Mathematically:
selecttop−k(

∑m
i=0 cos(ei,c1)

m , ..,
∑m

i=0 cos(ei,cj)
m ).

Also, candidate and cluster sample embeddings are
obtained from the Encoder(.) of Madv.

3.4 Socially Aware n-pair contrastive loss
The goal of Madv is to generate socially inap-
propriate samples, which will serve as contrastive
examples. However, it is also to be noted that

5As these types of utterances are most unsocial.
6size of m is determined by nature of the dataset, for

PROSOCIALDIALOG, it is set to 8 and for the casual datasets
it was set to 5, the values are obtained by tuning on validation
set.

not all the examples will be equally negative, so
here we adopt a socially aware n-pair contrastive
loss as depicted in Figure 3. First, we sample
a candidate set Cm of size m from the fixed ad-
versarial model distribution Ci ∼ pMadv

(A|H,R)
(§3.3). Then, we sample a candidate set Cp of
size p from the model we train. We also supple-
ment the candidate set with n randomly sampled
in-batch negatives Cn. The final negative candi-
dates are C′

= Cm ∪ Cp ∪ Cn. After which, the
candidates Ci ∈ C′

will be first ranked using an ora-
cle function7 o(Ci,y) which computes a sequence-
level score with the ground truth y. Secondly, we
will again rank the candidates in Ci using a cross-
encoder-based (Reimers and Gurevych, 2019) clas-
sifier(§D) trained on ProsocialDialog (Kim et al.,
2022), which primarily scores the prosociality of
the response. Mathematically,

p(Ci,y) = T5Encoder(y ⊕ Ci)

logits = T5ClfHead(p(Ci,y))
(1)

Where T5Encoder(.) and T5ClfHead(.) are en-
coder and classification-head which are obtained
from classifier(§D). Next, we define prosocial
score, which is estimating the probability of a can-
didate to be "social" as:

ProsocialScore(Ci,y) =

P (social|Ci,y) =
exp(ls)

exp(ls) + exp(lu)

(2)

(ls, lu) ∈ logits are the logits of "social" and
"unsocial" classes. Now, the scores from the oracle
function are modified in this fashion:

o
′
(Ci,y) = o(Ci,y)× ProsocialScore(Ci,y) (3)

We create positive and negative candidate pairs
based on the final scores o

′
(.) and use triplet mar-

gin loss (Kingma and Ba, 2017) to train the gener-
ation of prosocial responses. For a candidate pair
(Ci, Cj), where i > j, if Ci has higher rank, the
ranking loss will be:

Li,j = max(0, cos(zH, zCi)− cos(zH, zCj) + τ) (4)

where zH, zCi
, zCj

are vector representation of H ,
Ci, Cj which is obtained from the encoder of the
model we are training, τ is the margin value. The
final n-pair contrastive loss is calculated by sum-
ming up all the pairs: Ln−pair =

∑
i

∑
j Li,j . The

socially aware n-pair contrastive loss will ensure
that the socially appropriate responses are closer to
the ground truth.

7sequence level BLEU score, in this case
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3.5 Stage 1: Base model

We use PROSOCIALDIALOG dataset to fine-tune
our pre-trained base model. Given the conversa-
tion context, H , we train four models (1) learn
to generate response U given the conversation
history H: p(U |H) (2) learn to generate both
RoT R and response U given the conversation
history H: p(R,U |H) (3) learn to generate re-
sponse U given RoT R and the conversation
history H: p(U |R,H) (4) learn to generate re-
sponse U and explanation E 8 given RoT R and
the conversation history H: p(E,U |R,H). We
prepend special tokens(< context > < response >,
< explanation > and < rot >) to each variable dur-
ing encoding and prepend predicted control to-
kens by the prosocial classifier(< needs_caution >,
< needs_intervention >, < possibly_needs_caution >

or < probably_needs_caution >) during decoding,
whose embeddings are learned during training. We
use Maximum Likelihood Estimation (MLE) as
our base loss function Lmle. Also, we calculate
socially aware n-pair contrastive loss Ln−pair. To-
tal loss is Lt = Lmle + Ln−pair. In this step, we
do not supplement final negative candidates with
in-batch negatives to reduce the training time.

3.6 Stage 2: Final model

Furthermore, we fine-tune our base model on
several casual dialog datasets like DailyDialog,
PersonaChat, EmpatheticDialogues, and Blended-
SkillTalk. The training process is the same as the
base model; however, we supplement our negative
sample candidate set with in-batch negatives here.
We also sample RoT for each dialog context from
MRoT , which gives extra guidance to produce so-
cially acceptable responses.

3.7 Decoding

The decoding process uses beam search in the first
step to get N candidates. We use the similarity
function9 learned during training and the prosocial
classifier in decoding. The decoding objective is
to find the candidate y∗ that maximizes both the
learned prosociality and language modeling likeli-
hood:

8we refer to safety_annotation_reasons as explana-
tion.

9T5Encoder(.) of the generator.

y∗ = argmax
ŷ

{αProsocialScore(ŷ)

× cos(zH, zŷ) + (1− α)
n∏

i=0

p(ŷt|H, ŷ<t)} (5)

where zH and zŷ are vector representation of con-
versation history H and a candidate response ŷ
from the encoder. ProsocialScore(ŷ) 10 scores11

the candidate response ŷ in terms of probability of
being "social". α is the balancing factor determin-
ing each term’s contribution. By default, α is set to
0.5; however, α was tuned based on the validation
set of PROSOCIALDIALOG dataset, and 0.4 was
optimal.

4 Experimentation

We conducted experiments on two fronts. First,
we focused on improving prosociality on the base
dataset(which contains more negative cases) (Kim
et al., 2022) using our proposed base fine-tuning
process. Secondly, we addressed the prosociality is-
sue in common chit-chat conversations by utilizing
our base model and fine-tuning several target chit-
chat datasets using our final fine-tuning process.
The details of the datasets are shown in §A.

4.1 Experimental Setup

Base model As observed in Figure 2, encoder-
decoder models learn prosociality better than
decoder-only models by fine-tuning. So, to know
the upper bound of our proposed approach, we will
experiment with encoder-decoder models. There-
fore, our focus here will be to experiment with
T5(base) model, which has only 220M parameters
for our base and final models.
Baselines: We compare our base models (Table
3) and final models (Table 2)with the following
baselines(more details in §F)12: (1) T5-base(PD-
FT): T5(base) fine-tuned on PROSOCIALDIALOG

dataset and subsequently on target datasets(only
for final models). (2) Prost(Kim et al., 2022):
is BlenderBot(2.7B) fine-tuned on PROSOCIAL-
DIALOG dataset. (3) DEXPERTS(Liu et al.,
2021): here expert and anti-expert models are
T5(base) trained on MIC dataset’s prosociality

10during inference, the prosocial classifier only takes the
candidate as the parameter.

11score are obtained from the same prosocial classifier as
described in §D

12all constructed baseline follows beam search based de-
coding, beam size b = 8
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Fluency Prosociality

Model PPL ↓ F1 ↑ B-2 ↑ B-4 ↑ RL ↑ NC ↓ NI ↓ PNC ↓ PrNC ↓
T5-base(PD-FT) 12.31 15.22 9.43 3.62 16.57 7.8 6.5 11.3 9.3
Prost (Kim et al., 2022) 8.73 18.47 – – – – – – –
DEXPERTS (Liu et al., 2021) 12.31 18.28 10.11 3.89 16.36 5.3 2.6 14.2 10.3
Contrastive Decoding (Li et al., 2023) 12.31 16.13 9.74 3.71 16.5 4.5 1.8 13.8 10.5
Socially-aware T5-base(Ours) 7.37 19.91 12.43 4.97 18.83 2.5 0.9 6.6 3.7

Socially-aware T5-base
w/o Prosocial Reranking(inference)

7.77 17.54 10.83 4.27 18.32 2.3 1.8 7.8 2.1

Socially-aware T5-base
w/o Prosocial Reranking(train)

8.38 16.88 10.24 4.11 17.97 2.8 1.6 8.4 2.4

Socially-aware T5-base
w/o Unsocial samples

8.41 16.81 9.93 3.83 17.77 4.7 4.9 7.8 5.1

Socially-aware T5-base
w/o RoT

8.23 17.93 10.9 4.23 17.86 3.1 1.8 8.1 2.4

Socially-aware T5-base
w/o Base fine-tuning & n-pair CL

8.61 16.77 10.34 3.99 17.78 2.8 1.7 7.2 5.6

Table 1: Baseline comparison and ablation study results of our final model trained and tested on Empathetic Dialogues dataset.
Socially-aware T5 base is trained using our socially aware n-pair contrastive learning approach. The base model is trained on
PROSOCIALDIALOG dataset. The numbers shown are an average of 5 runs.

Model Final
Fine-tuning Dataset

Fluency Prosociality

PPL ↓ F1 ↑ B-2 ↑ B-4 ↑ RL ↑ NC ↓ NI ↓ PNC ↓ PrNC ↓
DEXPERTS (Liu et al., 2021) DailyDialog 7.93 16.51 4.84 2.32 14.6 1.5 2.8 3.5 1.9
Socially-aware
T5-base(Ours)

DailyDialog 5.82 17.9 5.4 2.98 16.11 1.2 1.8 2.1 1.1

DEXPERTS (Liu et al., 2021) EmpatheticDialogues 12.31 18.28 10.11 3.89 16.36 5.3 2.6 14.2 10.3
Socially-aware
T5-base(Ours)

EmpatheticDialogues 7.37 19.91 12.43 4.97 18.83 2.5 0.9 6.6 3.7

DEXPERTS (Liu et al., 2021) PersonaChat 8.99 18.05 12.14 3.97 19.35 2.1 2.3 1.5 4.3
Socially-aware
T5-base(Ours)

PersonaChat 8.62 20.03 13.21 4.74 20.88 1.1 0.6 2 1.7

DEXPERTS (Liu et al., 2021) BlendedSkillTalk 10.47 15.89 6.58 1.92 15.87 2.1 1.8 4.5 4.3
Socially-aware
T5-base(Ours)

BlendedSkillTalk 8.23 17.99 7.14 2.13 16.88 1.3 0.6 1.4 1.9

Table 2: Test benchmark (numbers in percentages (%)) on
several chit-chat dialogue datasets. Socially aware T5-base
is compared against our constructed baseline based on DEX-
PERTS (Liu et al., 2021).

level(>= 4 expert and <= 1 anti-expert) and
the base model is same as T5-base(PD-FT). (4)
Contrastive Decoding(CD)(Li et al., 2023): The
expert model is the same as T5-base(PD-FT), and
the amateur model is the same as the anti-expert
model explained in DEXPERTS.

Automatic Metrics: We adopt multiple widely
used automatics metrics to measure the re-
sponse fluency, including Perplexity (PPL),
BLEU(2,4)(Papineni et al., 2002), and ROUGE(L)
(Lin, 2004). The primary reason for measuring flu-
ency for this task is to ensure there is no trade-off
in fluency while increasing prosociality. Since the
fluency-based automatic metrics are not sufficient
to assess the prosociality of generated responses,
we further run the classifier trained on PROSO-
CIALDIALOG dataset to measure the percentage
of responses which need caution(NC), needs in-
tervention(NI), possibly needs caution(PNC) and
probably needs caution(PrNC).
Human Evaluation: we follow the same method-
ology followed by (Kim et al., 2022); we compare

Model B-4 ↑ PPL ↓ NI ↓
T5-base(PD-FT) (Response w/ gold RoT) 3.45 7.47 33.1
Prost (Response only) 3.98 6.31 –
Prost (RoT & Response) 4.13 6.22 –
Prost (Response w/ gold RoT) 4.51 6.16 –
DEXPERTS (Liu et al., 2021)
(Response w/ gold RoT)

5.33 7.47 28.7

Contrastive Decoding (Li et al., 2023)
(Response w/ gold RoT)

4.97 7.47 31.8

Socially-aware T5-base model
(Response only)

6.73 5.09 22.8

Socially-aware T5-base model
(RoT & Response)

6.98 4.78 22.4

Socially-aware T5-base model
(Response w/ gold RoT)

7.63 4.12 21.2

Socially-aware T5-base model
(Response and Explanation w/ gold RoT)

7.22 4.78 24.5

Table 3: Baseline comparison of our base model on PROSO-
CIALDIALOG test set. An average of 5 runs is reported.

two models at a time by sampling responses from
the test set on the following dimensions via Ama-
zon Mechanical Turk(AMT) more details in §I.

5 Results and Analysis

5.1 Base Fine Tuning

Table 3 concludes our experimental findings for the
base fine-tuned models. Three of our models show
improvements over the previous or our constructed
baselines. Also, it is to be noted that our base
model used for fine-tuning has multiple order lesser
parameters(∼ 266M) than Prost. Also, our models
outperform both DEXPERTS and Contrastive decod-
ing methods for a couple of reasons: (1) our model
further reranks the unsocial responses, which the
latter does not take into account in the anti-expert
or amateur models. (2) logit manipulation might
not be effective in very subtle situations.
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5.2 Final Model

The results of our final models are shown in Ta-
ble 2 & 1. It is evident from the results that our
two-stage fine-tuning process improves the overall
conversation quality(in terms of the automatic met-
rics) and increases prosociality. In all the datasets,
we witness an increase in prosociality compared
to constructed baselines. We have a significant de-
crease in responses that need intervention in the
Empathetic Dialogs 2.6 → 0.9, PersonaChat 2.3 →
0.6, and BlendedSkillTalk 1.8 → 0.6. Also, we see
a similar trend in fluency-based metrics; this obser-
vation can be attributed to the fact that most golden
responses are prosocial. Therefore, a positive re-
lation exists between fluency and prosociality in
casual datasets.

5.3 Ablation Studies

We perform ablation studies on our final model to
analyze the efficacy of the different components
in our proposed method. The results are shown in
Table 1 for the EmpatheticDialogues dataset; we
chose this dataset for the ablation study due to the
considerable number of turns requiring some social
guidance.
Effect of Base fine-tuning and n pair Contrastive
Loss: To demonstrate the benefits of the pro-
posed n pair Contrastive Loss and the base fine-
tuning process, we train the pre-trained model
on Empathetic Dialogues dataset using InfoNCE
loss (van den Oord et al., 2019). Subsequently,
we see a significant drop in overall conversation
quality(-19.5%, BLEU-4) performance and proso-
cial behavior(-88%,NI). This proves the effective-
ness of the socially aware contrastive loss in both
stages.
Effect of Prosocial Classifier: Modifying the can-
didate scores during training and inference based
on prosociality is reasonably practical; we see im-
provement in terms of NI 1.8 → 0.9, during infer-
ence and 1.6 → 0.9 during training. Incorporating
prosocial scores ensures that we consider unsocial
candidates as negatives, which might be impossi-
ble just by sampling from the unsocial generator.
However, an unsocial response is not guaranteed to
be sometimes ranked lower.
Effect of Unsocial Samples and RoT: A similar
trend(in terms of NI 4.9 → 0.9) is observed when
unsocial samples are not incorporated into the train-
ing pipeline. In the casual datasets, generated RoTs
positively improve response prosociality (in terms

Dataset Model Pro
soc

ial

Enga
ge

d

Resp
ect

ful

Coh
ere

nt

Ove
ra

ll

Empathetic Dialogues
+
ProsocialDialog

Prost 17 15.6 28.45 18.2 23.2

Tie 42.6 56.2 43.2 58.3 46.8

Socially Aware T5-base 40.4 28.2 28.35 23.5 30

Empathetic Dialogues
+
ProsocialDialog

Prost 31.8 24.3 25 18.3 54.2

Tie 48.3 55.4 54.1 65.5 25.4

Socially Aware T5-base
w/o base fine-tuning and CL

19.9 20.3 20.9 16.2 20.4

Mixed
Zero-shot GPT4 33.6 44.9 78.7 72.3 45.9

Tie 37.5 43.5 13 10.2 29.8

Socailly Aware T5-base 28.9 11.6 8.3 17.5 24.3

Mixed
COSMO(3B) 23.3 34.2 28.7 27.2 30.7

Tie 41.5 33.1 39.1 33.3 35.8

Socailly Aware T5-base 35.2 32.7 32.2 39.5 33.5

Table 4: Result of the human evaluation study in %. The
differences were statistically significant with p < 0.05.

of NI 1.8 → 0.9).

5.4 Effect of Socially-Aware Training in
Larger Language Models

Figure 4: Percentage of generated responses that still need
intervention before and after training using our method in
larger language models.

We fine-tune several large language models on
PROSOCIALDIALOG dataset Flan-T5-xl, Flan-T5-
xxl, COSMO(3B)(§G) and COSMO(11B)(Kim et al.,
2023) using LoRA (Hu et al., 2021) and our so-
cially aware n-pair contrastive loss. We sampled
500 samples from PROSOCIALDIALOG test set
where intervention is required. Then we compared
(Figure 4) how effectively the generated responses
address these situations and if intervention is still
needed. As observed, zero-shot performance is
worse than the fine-tuned performance. It is im-
portant to note that COSMO models are explicitly
trained on PROSOCIALDIALOG still, it fails to re-
spond to situations where intervention is required;
however, it ultimately benefits from our approach.

5.5 Human Evaluation Results
In Table 4, we randomly sampled 200 data points
from all the dataset’s test split and performed a
head-to-head comparison13 in several configura-
tions: T5-base, Prost, Socially-aware T5-base all
fine-tuned on their respective training sets. Also,
we compare the model without the base fine-tuning

13average κ = 0.573 across different settings.
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Adversarial Scenerio

Context
When the clerk accidentally hands me an
extra twenty bucks in change, I’m going to pocket it.

RoT It’s good to be honest.

Model Generated Response

COSMO-3B That’s a good idea. it’s important to be honest with people.

Socially-aware
T5-base(Ours)

It is good to be honest with a clerk.

Socially-aware
COSMO-3B(Ours)

That’s a bad idea. it’s important to be honest with people.

Casual Scenerio

Context
So I was driving to work yesterday and the driver
next to me opened their door and threw up everywhere.

Generated RoT It’s wrong to throw up in a car.

Model Generated Response

T5-base(PD-FT) You should be so mad at them

DEXPERTS You should be so angry with the driver.

COSMO-3B Oh my god, that’s disgusting! did you see what happened?

Socially-aware
T5-base(Ours)

Oh no, I’m sorry to hear that. What did you do?

Socially-aware
COSMO-3B(Ours)

Oh my god, that’s bad! did you help him?

Table 5: Case study performed on adversarial scenerio(context
sampled from PROSOCIALDIALOG dataset) and casual scene-
rio(context sampled from Empathetic Dialogs dataset).

and socially aware n pair contrastive loss. The
socially-aware model outperforms Prost in most
metrics. However, when we remove the base-fine
tuning and the socially-aware n-pair contrastive
loss, Prost wins considerably. To make the com-
parison more meaningful, compare socially aware
T5-base inferences against zero-shot generations
from GPT4 and COSMO(3B)(Prompting details
in §I.1). Though crowd workers prefer GPT4-
generated responses, it is to be noted that our
method is still a strong competitor in terms of proso-
ciality. On the other hand, our method outperforms
COSMO(3B) by a considerable margin. We also
performed a larger-scale human evaluation on each
dataset individually, where we sampled 400 data
points from each dataset’s test split and rated by at
least two annotators(κ = 0.48), as shown in Figure
6; the socially aware models have positive results
in all cases.

5.6 Case Study
We conduct a case study(Table 5) on adversarial
and casual scenarios. In the adversarial context,
COSMO(3B) fails to understand the query’s nuance
and generates something faithful to the RoT but
is categorized as unethical. Our socially-aware
T5-base, which has much fewer parameters than
COSMO(3B), generates an acceptable response.
Also, when fine-tuned following our approach,
COSMO(3B) generates a prosocial response. In
the casual context, the same pattern is observed;
models trained using our approach exhibit lexical
features that conform to prosocial behavior. Even
though our method is effective in generating proso-

cial responses, it fails in some complex situations:
Context: I recommend woman use their long

nails to gauge out the eyes and throat, and stick
their finger up their noses

Reply: I don’t think that’s a good idea. Women
are just as capable as men.

Here the model generates what is partially proso-
cial; the second sentence might be sampled due to
the model’s inherent bias.

6 Related Work

Previous efforts to ensure safe and responsible di-
alogue in conversational agents have mainly fo-
cused on identifying problematic contexts using
binary or ternary labels. For instance, (Dinan et al.,
2019) and (Xu et al., 2021b) developed classifiers
to detect and label harmful content. (Baheti et al.,
2021) expanded on this approach by developing
classifiers to detect when an agent agrees with such
content. (Dinan et al., 2022) created a suite of clas-
sifiers to identify different safety concerns, while
(Sun et al., 2022) collected fine-grained safety la-
bels for context and utterances.

Researchers have recently explored strategies to
handle problematic contexts in real-time. For ex-
ample, (Xu et al., 2021a) proposed using canned
non-sequiturs to steer the conversation away from
toxicity. (Baheti et al., 2021) introduced a control
mechanism to steer the agent away from agree-
ing with harmful content, while (Ung et al., 2022)
explored the use of apologies to respond to inap-
propriate utterances. (Kim et al., 2022) took a
different approach by directly addressing the task
of responding to unsafe content through a dataset
of conversations where a speaker disagrees with
problematic utterances. They used safety labels
and social norms, such as the "Rules of Thumb"
(RoTs), to generate appropriate responses in real-
time. These emerging strategies show promising
potential for improving the safety and trustworthi-
ness of conversational agents.

7 Conclusion

In this work, we study the propensity of generating
unsocial content in certain classes of language mod-
els. Our study aligns with our hypothesis. Then, we
propose a dual-step fine-tuning framework learned
using our novel socially aware n pair contrastive
loss. We trained our base model on PROSCOIAL-
DIALOG dataset and used Moral Integrity Cropus
data to sample negative responses. Finally, we
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train our final models and obtain results for several
chit-chat dialog datasets. Our experiments show
that models trained using our fine-tuning pipeline
possess model prosocial qualities. We performed
extensive human evaluation, which corroborates
our hypothesis.

Limitations

The limitations of this work are listed below:
• Our adversarial response generation quality de-

pends on the data quality in the base datasets; we
limited our work on this front and only relied on
the base datasets for ethical reasons.

• The rule of thumb (RoTs) are not always guar-
anteed to be generated for each utterance passed
through our pipeline.

• We have limited our work to encoder-decoder
models, though these methods can be adopted for
decoder-only models, but for now, we have kept
this out of scope.

• To generate the unsocial responses, we only limit
to the MIC dataset; additional data may benefit
this approach.

• This approach can be extended to other tasks like
toxicity reduction, etc.; however, we are limiting
our scope to dialog safety. Future works can
build on this idea to expand to other tasks.
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A Datasets

In this study, we will utilize two different classes
of datasets. The first class ♣ comprises datasets en-
compassing harmful conversation scenarios and
corresponding mitigation strategies. The sec-
ond class ♡ consists of general-purpose chitchat
datasets, which allows us to explore how language
models can generate harmful or socially inept con-
versations. Below are the details:
• MORAL INTEGRITY COPUS(MIC)♣: (Ziems

et al., 2022) captures the moral assumptions of
38k prompt-reply pairs, using 99k distinct Rules
of Thumb (RoTs). Each RoT reflects a particular
moral conviction that can explain why a chatbot’s
reply may appear acceptable or problematic.

• PROSOCIALDIALOG♣:(Kim et al., 2022) con-
tains responses that encourage prosocial behav-
ior, grounded in commonsense social rules (i.e.,
rules of thumb or RoTs). Created via a human-AI
collaborative framework, PROSOCIALDIALOG

consists of 58K dialogues, with 331K utterances,
160K RoTs and 497K dialogue safety labels ac-
companied by free-form rationales.

• DailyDialog♡: (Li et al., 2017) The dialogues in
the dataset reflect our daily communication way
and cover various topics about our daily life. This
dataset contains 13,118 multi-turn dialogues.

• Empathetic Dialogs♡: (Rashkin et al., 2019) is
a novel dataset of 25k conversations grounded in
emotional situations.

• PersonaChat♡: (Zhang et al., 2018) The dataset
consists of 8939 complete dialogues for training,
1000 for validation, and 968 for testing.

• Blended Skill Talk(BST)♡: (Smith et al., 2020)
Engaging, knowledgeable, and empathetic are
desirable general qualities in a conversational
agent. This dataset analyzes how these capabili-
ties would mesh together in a natural conversa-
tion and compare the performance of different
architectures and training schemes.

B Natural occurrence of socially
inappropriate situations

In this section, we analyzed the amount of unsafe
content in the casual dialogues datasets observed
by default. Given the context (last turn), we clas-
sified each of the utterances in the dataset, given
the context(prior turn), using a classifier described
in §D. As seen in Figure 5, an average ∼ 4-10%
of the data is classified as not casual. The hypoth-
esis is that utterances that need extra caution or
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intervention can force the generative models to pro-
duce unsafe responses, disrupting the flow of the
conversation and breaking the user’s trust.

Figure 5: Different percentages of unsocial content across
multiple datasets. The definitions of each category are taken
from the ProsocialDialog dataset and explained in §C

C Dialog Safety Labels

• Needs Intervention: This pertains to instances
where the utterances go beyond being problem-
atic and necessitate human intervention for proso-
cial actions. Examples include situations involv-
ing medical emergencies, self-harm, or imme-
diate danger to someone’s well-being. In such
cases, it is more suitable and sometimes manda-
tory for individuals involved in the conversation
to seek assistance from real humans, such as by
calling emergency services like 911, rather than
solely relying on prosocial responses from con-
versational agents.

• Needs Caution: describes utterances and situ-
ations that are potentially problematic, unethi-
cal, rude, toxic, or biased and may require cau-
tion to respond prosocially. The fine-grained
labels for dialogues that needed caution are bor-
rowed from the setting used in the PROSOCIAL-
DIALOG dataset. During the annotation process
of this dataset, they collected three annotations
for three safety categories, i.e. (1) CASUAL (2)
NEEDS CAUTION (3) NEEDS INTERVENTION.
Now, POSSIBLY NEEDS CAUTION, PROBABLY

NEEDS CAUTION and NEEDS CAUTION refer
to one, two, and three votes for ‘Needs Caution’
without any votes for ‘Needs Intervention’, re-
spectively. So, the order of cases that needs more
caution is like this: NEEDS CAUTION > PROB-
ABLY NEEDS CAUTION > POSSIBLY NEEDS

CAUTION.

D Dialog Safety Classifier

We trained two types of dialog safety classifiers
used in different pipelines. The first one is a gener-

ative classifier. Following (Prost, 2022), we trained
an encoder-decoder model(T5-base) to generate the
safety label and RoT jointly. The base model was
initialized with fine-tuned on Delhpi (Jiang et al.,
2022) commonsense norm databank. Delphi is a
generative model demonstrating great performance
on language-based commonsense moral reasoning,
trained on 1.7M of instances of the ethical judg-
ment of everyday situations from Commonsense
Norm Bank. We evaluate this first version of our
safety classifier on PROSOCIALDIALOG validation
and test sets. The results were mostly similar to
the original paper. 76.6 % validation accuracy was
observed and 76.7 % on test set.

The second class of dialog safety classifiers was
trained for the prosocial reranker used in our so-
cially aware generation pipeline. In this classifier,
we do binary classification, i.e., it is social or not
social. This classifier has two types of architec-
ture, it can do sentence pair classification(used in
training), which is trained using a cross-encoder
(Reimers and Gurevych, 2019) style network. Sec-
ondly, the classifier can do single sentence clas-
sification(used while decoding). The classifier
probabilities are used for reranking the negative
or unsocial responses generated by our adversarial
response generator. We follow the same fine-tuning
sequence as in the previous classifier. However, in
this case, we do not follow a generative approach;
we only use the T5-base encoder to train our clas-
sifier. The classification accuracy on PROSOCIAL-
DIALOG test was 79.2 %. Also, Flan-T5-xl and
Flan-T5-xxl were trained to be used in the larger
LM experiments.

E Rule of Thumb(RoT) Generator

The rule of thumb or RoT generator was jointly
trained with the first dialog safety classifier. The
details of hyperparameters are as follows:
• Base model: same as the main model(T5-base,

COSMO, etc)
• Dataset: ProsocialDialog.
• Batch size: 8-2 (Varies depending on the model

size)
• Max context length: 128
• Max training epochs: 10
• Learning rate: 1.00E-05
• Optimizer: Adam
• Greedy decoding is used during inference.

The performance of a model trained on based T5-
large is shown in Table 6. Adding control tokens
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Model BLEU-4 PPL

Canary(Delphi) 16.5 5.3
Ours(Only context) 19.7 4.1
Ours(Only context and response) 20.08* 4.1

Table 6: Performance of our RoT generator as compared to
Canary

while generating RoTs prove to be an effective
strategy. We also experimented with adding the
golden responses to the context while training the
RoT generation pipeline; However, it has some
marginal positive impact; we refrained from using
this kind of approach as it would limit the learning
of the downstream pipelines.

F Baselines

• Prost (Kim et al., 2022): Prosocial Trans-
former or Prost is trained on PROSOCIALDIA-
LOG dataset using BlenderBot 2.7B as its back-
bone. 2 encoder layers, 24 decoder layers, 2560
dimensional embeddings, and 32 attention heads
architecture is followed. It mainly operates in 3
settings: (1) Generate the response given the con-
versation history. (2) Generate the response and
RoT given the conversation history. (3) Generate
the response given the conversation history and
golden RoT.

• DEXPERTS(Liu et al., 2021): DEXPERTS:
Decoding-time Experts, a decoding time method
for controlled text generation that combines a
pre-trained language model with “expert” LMs
and/or “anti-expert” LMs in a product of experts.
Intuitively, under the ensemble, tokens only get
high probability if they are considered likely by
the experts and unlikely by the anti-experts. The
product-of-experts ensemble is given by:

P (Xt|x<t) = softmax(zt + α(z+t − z−t )) (6)

Where P (Xt|x<t) is the probability of generat-
ing Xt given x<t, zt is the logit of t-th token
from the base model, z+t is the logit of t-th token
from the expert model and z−t is the logit of t-th
token from the anti-expert model. In our case, the
base model is T5-base(PD-FT), and the expert
and anti-expert models are T5(base) trained on
the MIC dataset’s prosociality level(>= 4 expert
and <= 1 anti-expert).

• Contrastive Decoding(CD)(Li et al., 2023): this
idea is an extension of DEXPERTS, here a con-
trastive objective is defined that returns the dif-
ference between the likelihood under an expert
and amateur model. The ensemble is defined as:

P (Xt|x<t) = softmax(zexpt − zama
t ) (7)

Where P (Xt|x<t) is the probability of generat-
ing Xt given x<t, z

exp
t is the logit of t-th to-

ken from the expert model and zama
t is the logit

of t-th token from the amateur model. The ex-
pert model is the same as T5-base(PD-FT), and
the amateur model is the same as the anti-expert
model explained in DEXPERTS.

G COSMO

COSMO (Kim et al., 2023) is a generalizable con-
versation model that is significantly more natu-
ral and consistent on unseen datasets than best-
performing conversation models (e.g., GODEL,
BlenderBot-1, Koala, Vicuna). COSMO is trained
on SODA, a million-scale high-quality social dia-
logue dataset, and PROSOCIALDIALOGS dataset.
It has two versions COSMO(3B) and COSMO(11B);
the base models used here are derived from T5X
library. More details can be found in the paper.

H Implementation Details

All the models in our pipeline, including the base
and final, are implemented using the Pytorch Hug-
gingface Transformers library(Wolf et al., 2020)
and Deepspeed (Rasley et al., 2020)14. The follow-
ing configuration was best performing for the base,
and the final models are shown in Table 10 and 11.
The smaller models were trained in two NVIDIA
A5000 GPUs; the average running time for the base
models was 2 hours, and for the final models was
5-7 hours. The larger models(Flan-T5-xl upwards)
are trained using 4-8 V100 GPUs with 32GB RAM.
The average runtime for base models is 1.5 hours
for the base model and ∼ 4 hours for the final
model. We have used all the hyperparameters as
in the base model except the parameters related to
contrastive loss for the adversarial generator.

I Human Evaluation Details

Here, we detail the instructions given to the human
evaluators. The evaluators were given the context,
i.e., the previous turns by the user, and shown the
generated responses(as the other speaker) from a
set of models and then asked the following ques-
tions:

14https://huggingface.co/docs/transformers
/main_classes/deepspeed
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Hyper-parameter Value

base pre-trained model t5-base
batch size 8
max context length 128
# training epochs 10
learning rate 3.00E-05
alpha 0.5
oracle function BLEU
max length 60
min length 5
diversity penalty 2
max negative sample # 12
no-repeat ngram 4
early stop TRUE

Table 7: Base model hyper-parameters(small LM)

Hyper-parameter Value

base pre-trained model t5-base
batch size 4
max context length 128
# training epochs 10
learning rate 2.00E-05
alpha 0.5
oracle function BLEU
max length 60
min length 5
diversity penalty 2
max negative sample # 12
unsocial/in-batch ratio # 0.75
no-repeat ngram 4
early stop TRUE

Table 8: Final model hyper-parameters(small LM)

1. Prosociality: Which response better implies
that the other speaker should behave proso-
cially, ethically, and follow social norms?

2. Engaged: Which response is more engaged,
curious, or empathetic towards the other
speaker?

3. Respect: Which response is more respectful,
kind, and polite towards the other speaker?

4. Coherency: Which response is more contex-
tually relevant and coherent in the context of
the conversation?

5. Overall: Which response is the best/most
suited given the full conversation?

Hyper-parameter Value

r 16
lora_alpha 32
target_modules "q", "v"
lora_dropout 0.05
bias None

Table 9: LoRA hyperparameters

Hyper-parameter Value

base pre-trained model A, B
batch size 2
max context length 128
# training epochs 10
learning rate 2.00E-05
alpha 0.5
oracle function BLEU
max length 60
min length 5
diversity penalty 2
max negative sample # 8
no-repeat ngram 4
early stop TRUE

Table 10: Base model hyper-parameters(large LM),
A=Flan-T5(xl or xxl), B=COSMO(3B or 11B), n_gpus de-
pend on the size of the model, 4 for 3B and 8 for 11B

Hyper-parameter Value

base pre-trained model A, B
batch size 1
max context length 128
# training epochs 10
learning rate 2.00E-05
alpha 0.5
oracle function BLEU
max length 60
min length 5
diversity penalty 2
max negative sample # 8
unsocial/in-batch ratio # 0.75
no-repeat ngram 4
early stop TRUE

Table 11: Final model hyper-parameters(large LM),
A=Flan-T5(xl or xxl), B=COSMO(3B or 11B), n_gpus de-
pend on the size of the model, 4 for 3B and 8 for 11B

At least two annotators who fluently speak and
write in English evaluated all the data points. Also,
the primary geographic location of annotators was
reported to be in the following locations: the US,
EU, and India. The annotators were paid 10-15$ an
hour. Before starting the annotation, their consent
was taken, as they might have witnessed offensive
language. If they proceeded with the annotation,
they were shown examples of good/bad examples
for each classes they are going to annotate.

I.1 Prompting Details

To obtain the responses from GPT4 and Flan-T5-
large-XL, we prompt the LLMs in the following
way:

Given this utterance by a user:
<Context> \n

And a social norm that needs
to be followed: <Social Norm>\n

Generate a reply following
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Figure 6: Larger-scale(400 samples) human evaluation results
on chit-chat dialog datasets.

the social norm in one sentence.
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Abstract
In the realm of dialogue systems, user sim-
ulation techniques have emerged as a game-
changer, redefining the evaluation and enhance-
ment of task-oriented dialogue (TOD) systems.
These methods are crucial for replicating real
user interactions, enabling applications like
synthetic data augmentation, error detection,
and robust evaluation. However, existing ap-
proaches often rely on rigid rule-based methods
or on annotated data.

This paper introduces DAUS, a Domain-Aware
User Simulator. Leveraging large language
models, we fine-tune DAUS on real examples
of task-oriented dialogues. Results on two
relevant benchmarks showcase significant im-
provements in terms of user goal fulfillment.
Notably, we have observed that fine-tuning
enhances the simulator’s coherence with user
goals, effectively mitigating hallucinations – a
major source of inconsistencies in simulator
responses.

1 Introduction

The field of dialogue systems has seen a notable
surge in the utilization of user simulation ap-
proaches, primarily for the evaluation and enhance-
ment of conversational search systems (Owoicho
et al., 2023) and task-oriented dialogue (TOD) sys-
tems (Terragni et al., 2023). User simulation plays
a pivotal role in replicating the nuanced interac-
tions of real users with these systems, enabling a
wide range of applications such as synthetic data
augmentation, error detection, and evaluation (Wan
et al., 2022; Sekulić et al., 2022; Li et al., 2022;
Balog and Zhai, 2023; Ji et al., 2022).

The significance of user simulation in the devel-
opment and evaluation of dialogue systems is un-
deniable. However, the prevailing methodologies
often rely on rudimentary rule- and template-based
approaches, which can limit their adaptability and
effectiveness (Schatzmann et al., 2007; Schatz-
mann and Young, 2009). Furthermore, certain user

simulation methods require a substantial amount of
annotated data (Lin et al., 2021, 2022, 2023), or a
deep understanding of the internal workings of the
dialogue system they interact with (Schatzmann
et al., 2007; Li et al., 2016).

The rise of generative capabilities of large lan-
guage models (LLMs) enabled user simulators to
generate contextually appropriate responses in nat-
ural language, without the need for predefined
rules (Terragni et al., 2023; Davidson et al., 2023).
This shift offers distinct advantages over traditional
approaches: i) no human effort is needed to con-
struct the rules; ii) it introduces lexical diversity
into utterance generation to assess the robustness
of downstream natural language understanding and
enables testing of system’s robustness to different
dialogue paths. However, LLMs are susceptible
to hallucinations (Ji et al., 2023; Terragni et al.,
2023), resulting in inconsistency across dialogue
turns or the generation of irrelevant information to
the user’s goal.

In this paper, we introduce DAUS, a generative
user simulator for TOD systems. As depicted in
Figure 1, once initialized with the user goal de-
scription, DAUS engages with the system across
multiple turns, providing information to fulfill the
user’s objectives. Our aim is to minimize the com-
monly observed user simulator hallucinations and
incorrect responses (right-hand side of Figure 1),
with an ultimate objective of enabling detection
of common errors in TOD systems (left-hand side
of Figure 1). Our approach is straightforward yet
effective: we build upon the foundation of LLM-
based simulators (Terragni et al., 2023; Owoicho
et al., 2023) and extend such approach by fine-
tuning the LLM on in-domain dialogues, annotated
with their user goals. Notably, DAUS does not re-
quire insights into the inner-workings of the TOD
system, its policy, nor system-specific functional-
ities, as it interacts with the TOD system strictly
through natural language.
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Figure 1: Example conversation between user simulator and TOD system. We aim to minimize common simulator’s
hallucinations (right) and thus ease the detection of TOD system failures (left).

We summarize our contributions and findings as
follows:

• Domain-Specific Adaptation: DAUS fine-
tunes a pre-trained LLM on domain-specific
conversational data, enhancing the simulator’s
ability to maintain coherent and contextually
relevant dialogues in a specific domain.

• Reducing Simulator Hallucinations: DAUS
mitigates hallucinations originated from in-
context learning approaches, which caused
inconsistencies and irrelevant information
in simulator responses. By fine-tuning on
domain-specific data, our approach ensures
more coherent and contextually relevant simu-
lated dialogues.

• Balancing Lexical Diversity in User Simu-
lation: DAUS employs LLMs for user simu-
lation, offering a degree of lexical diversity
in generated utterances. While not matching
the diversity of in-context learning (partly due
to hallucinations), it still provides language
variety.

2 Related Work

2.1 Task-Oriented Dialogue Systems

The field of TOD systems, dedicated to interacting
with users to accomplish specific tasks, has recently
witnessed notable advancements (Zhang et al.,
2020). Given the achievements of LLMs in var-
ious natural language processing tasks, there have
been efforts to apply them to TOD systems (Raffel
et al., 2020; Ouyang et al., 2022). A prominent
application involves leveraging LLMs to extract
users intents and entities, enhancing the Natural
Language Understanding or Dialog State Tracking
components (Zhao et al., 2022; Gupta et al., 2022b;
Madotto et al., 2021; Madotto and Liu, 2020).

Furthermore, Hudeček and Dušek (2023) sug-
gest that LLMs have the potential to be used off-the-
shelf in TOD systems, even without fine-tuning for
the specific TOD task, but their performance still
lags behind supervised approaches. In response,
an alternative approach underscores the benefits
of fine-tuning specifically for TOD systems (Bang
et al., 2023; Hosseini-Asl et al., 2020; Gupta et al.,
2022a). This line of research reveals that fine-tune
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LLMs can play a crucial role in enhancing the ca-
pabilities of TOD systems.

2.2 User Simulation

The state of the art in user simulation for TOD sys-
tems has evolved significantly in the recent years.
Initially, Eckert et al. (1997) proposed the Bigram
model, which estimates a user action conditioned
on the system actions. Although efficient, this
model does not account for the user goal coherence.
Rule-based methods like Agenda-based (Schatz-
mann et al., 2007; Schatzmann and Young, 2009;
Keizer et al., 2010) addresses the coherence issue
but relies on the manual definition of rules.

Data-driven approaches, leveraging deep learn-
ing models (Gür et al., 2018; Asri et al., 2016; Lin
et al., 2021, 2022, 2023), overcome the rule-based
constraints but require significant computational
resources and annotated data. These methods man-
date dialog annotation for user goal fulfillment at
each turn. In-context learning approaches (Terragni
et al., 2023) have recently gained traction, design-
ing prompts using snippets of example dialogues,
the user’s goal (expressed in natural language as
in Terragni et al. (2023), or structured format as
in Davidson et al. (2023)), and the dialog history.
While these approaches demand fewer resources
than fine-tuning methods and eschew manual an-
notation, they underscore limitations of LLMs, in-
cluding hallucinations, repetitions, and incomplete
user goal fulfillment.

3 Generative User Simulator

In this section, we define the task of generative
user simulation for TOD systems. Moreover, we
describe our approach, based on fine-tuned LLMs.

3.1 Background

When interacting with a TOD system, users aim
to fulfill their goal, e.g., book a flight, or cancel
their reservation in a restaurant. Therefore, a user
simulator (U ), designed to imitate a real user, in-
teracts with the TOD system (S) with a given user
goal G. Formally, interactions are a sequence of
utterances, where the system’s utterances s and the
user’s utterances u take turns, forming a dialogue
history H = [s1, u1, . . . , st, ut, . . . , sN , uN ], with
st and ut corresponding to system’s and user’s ut-
terance at turn t, respectively, and N being the total
number of exchanged utterances.

We define the user goal G as all the information

the user requires to achieve their aim. An example
of user goal is the following: You want to try an
Indian restaurant. The restaurant must be cheap
and in the center. Book a table for 2 people at
8PM. At the end of the dialogue, we expect the user
simulator to have fulfilled G. While the goal G can
be represented either in structural format (Davidson
et al., 2023) or in natural language (Terragni et al.,
2023), in this work we focus on G represented in
natural language. G is usually defined by a domain
expert or randomly sampled.

3.2 Our Approach
We propose Domain-Aware User Simulator
(DAUS), a model that relies on learning the
specifics of interactions with a TOD system from
conversational data. The data needs to contain the
goal G and the dialogue history H. Typically, such
datasets are derived from user conversations with
production TOD systems, or created and curated
through crowd-sourcing or user studies.

We cast the above-described problem of simu-
lator’s goal fulfillment to an utterance-level gener-
ation task. Specifically, the main task of U is to
generate the next utterance ut by modeling:

ut = ϕ(G,H) (1)

where ϕ is the function to generate a user utterance.
The ut needs be aligned with G and H, i.e., it needs
to be faithful towards the given goal, as well as
coherent with the dialogue so far.

Given that both G and H are in natural language,
we model ϕ from Eq. 1 with a language modeling-
based approach. Specifically, we first construct a
prompt to feed an LLM, by combining G and H.
We further employ the LLM to generate the ut in
auto-regressive fashion:

pLLM (ut|G,H) =
n∏

i=1

pLLM (xit|x<i
t ,G,H) (2)

where xit is the i-th token of the utterance at turn t.
We break down the dialogue from the data by turn,
yielding N data points for each conversation.

Regarding the interaction between our fine-tuned
LLM and a TOD system, we follow the same
paradigm from Terragni et al. (2023). DAUS re-
ceives a fresh prompt, which comprises the user’s
goal for the ongoing dialogue and the cumulative
dialogue history. Unlike Terragni et al. (2023), we
do not provide any example dialogues to serve as
shots. We additionally post-process the generated
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utterance to ensure that a clean message is passed
to TOD systems (i.e., removal of special characters
and trailing tokens).

4 Experimental Setting

In this section, we describe datasets, implementa-
tion details, and experimental setting for simulator-
system interactions.

4.1 Data sources

Table 1: Dataset Statistics (after pre-processing).

Dataset
Avg

# Turns

Avg # Words
per User
Utterance

Avg # Words
per TOD
Utterance

MultiWOZ 5.86 13.13 14.86
AutomotiveData 11.20 3.44 12.06

We consider two data sources to evaluate our ap-
proach. First, we experiment on internal dialogue
data of user-TOD system phone call interactions
within the automotive industry, dubbed Automo-
tiveData.1 Second, we use the well-established
dataset of multi-domain TOD systems – Multi-
WOZ 2.1 (Eric et al., 2019). Both data sources
contain user goal G in natural language and multi-
turn dialogues (compliant with Section 3.1). For
each dataset, we randomly sample 2,500 dialogues
for training, 300 for testing and 300 for validation.
The statistics of the resulting datasets are reported
in Table 1.

4.2 TOD Systems

DAUS communicates with TOD systems through
natural language, making it system-agnostic. For
our user simulator fine-tuned on AutomotiveData,
we employ an internal TOD system. To evaluate
DAUS fine-tuned on MultiWOZ, we use the
ConvLab2 framework (Zhu et al., 2020), extended
by Terragni et al. (2023), which integrates
LLM-based few-shot user simulators.2 We use the
same TOD the authors used in their original work.
We identify a challenge with the default stopping
criteria that prematurely end dialogues when users
express gratitude. This does not always signify

1In order to protect our users’ privacy, we do not release
any user data nor models fine-tuned on user’s data. Examples
presented throughout the paper are synthetically constructed,
whilst preserving realistic user goals. Users have been in-
formed about and have consented to data collection.

2https://github.com/telepathylabsai/
prompt-based-user-simulator.

the end of the interaction as users may continue
with their goals (e.g., “Thanks for booking my
flight. I also need a hotel” would terminate the
conversation). Therefore, we modify the criteria
to exclude termination on “thanks” intent. We
consequently re-run the experiments presented
in Terragni et al. (2023). Moreover, we publicly
release the updated framework and the user
simulator fine-tuned on MultiWOZ 2.1 at https:
//github.com/telepathylabsai/
finetuned-user-simulator.

4.3 User Goal Settings
For the MultiWOZ data within ConvLab2 frame-
work, we follow the previous work for construction
of the user goals (Zhu et al., 2020; Terragni et al.,
2023). Specifically, the user goals are randomly
sampled, conditioned on the domains and entities
frequency in the training data. We generate 100
dialogues per user goal.

For evaluation on our internal TOD system, a
domain expert manually defined user goals for 8
test cases, detailed in Appendix A. The test cases
vary depending on the complexity and the main
task that the simulator has to fulfill. As such, we
label the test cases accordingly: B for book ap-
pointment task, C for cancel appointment task, R
for reschedule appointment task. Moreover, each
label is associated with a graded difficulty indicator,
i.e., easy or hard. We generate 100 dialogues per
test case (i.e., per user goal).

4.4 Fine-tuning Details
We conduct our experiments with the recently re-
leased open-source LLM — Llama-2 (Touvron
et al., 2023). The prompt, mentioned in Section 3.2,
is constructed by concatenating the task description,
user goal G, and the dialog history H. Moreover,
we separate every utterance with a special “<end-
turn>” token.

We utilize LoRA (Hu et al., 2021) – a parameter-
efficient fine-tuning technique, capable of reach-
ing performances comparable to fully fine-tuned
models, whilst requiring only a fraction of the com-
putational resources. We adhere to the hyperpa-
rameter recommendations and instructions of the
recent work on the topic (Hu et al., 2021; He et al.,
2021) and use the following LoRA hyperparame-
ters throughout the experiments: rank r of 64, α of
32, and dropout of 0.05. Moreover, we optimize
attention layers (query and key matrices) of the
Llama-2 model. We use the 13B Llama-2 ver-
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sion for the main experiments, and the 7B version
for comparison and the generalization study. We
perform hyperparameter grid search for learning
rate on the dev sets of our datasets. We settle for
lr = 3e−5 and the batch size of 12 and 32 for the
13B and 7B versions, respectively.

4.5 Baselines
We compare our Llama-2 fine-tuned model with
several pre-trained models in zero-shot or few-shot
fashion, following (Terragni et al., 2023; David-
son et al., 2023). In particular, we consider the
following pre-trained models:

• Llama 2 with 13B parameters.

• GPT-3.5 Turbo4 (Chat-GPT), version
0613 (Brown et al., 2020a). For data privacy
reasons, we employ this model only for the
MultiWOZ experiments.

• Flan-T5 (Chung et al., 2022) with 3B param-
eters (XL), to reproduce results of Terragni
et al. (2023).

In addition to the LLM-based models, we consider
an agenda-based simulator (ABUS) (Wen et al.,
2015), designed specifically for MultiWOZ within
ConvLab2 framework, thus requiring the knowl-
edge of TOD system’s policy. We include two
variants of ABUS: the first with template-based
NLG and the second with data-driven NLG, dubbed
ABUS-T and ABUS-D, respectively. Let us notice
that ABUS is a strong baseline, as it is tailored for
communicating with the MultiWOZ-based TOD
from ConvLab2, therefore it is included as a ref-
erence of the potential upper-bound for user goal
fulfillment performance. We follow Terragni et al.
(2023) and set the temperature for inference to 0.9
for all MultiWOZ experiments, and 0.7 for internal
experiments (value chosen through grid search).

5 Evaluation

We comprehensively evaluate our method, aim-
ing to assess its ability to achieve designated user
goals in dialogues and its impact on lexical diver-
sity when aligning with real user language patterns.
Moreover, we perform qualitative analysis of simu-
lated dialogues via human evaluation. In this sec-
tion, we detail these evaluation procedures.

Additionally, we examine utterance-level met-
rics, comparing generated utterances with those in
the target dataset, using both general natural lan-
guage generation and domain-specific entity-based

metrics. However, we found that these metrics
poorly correlate with the simulator’s task comple-
tion. Detailed information about these metrics and
their results can be found in Appendix C.

5.1 Goal Fulfillment Evaluation Metrics
Our objective is to evaluate the goal fulfillment at
the end of the dialogue. For MultiWOZ experi-
ments, we consider well-known metrics such as
Success, Completion and Book rate. These metrics
aim to capture how successful was the dialogue in
terms of fulfilling specific subtasks from the user
goal (e.g., whether the restaurant is booked). We
also compute the average precision (P ), recall (R)
and F1 scores by matching the entities expressed
through the simulated dialogue to the ones in the
initial user goal. These metrics aim to assess the
simulator’s faithfulness and consistency of enti-
ties with the user goal (e.g., whether the correct
restaurant type was booked). For a comprehensive
understanding of the metric definitions, please refer
to Zhu et al. (2020) and Terragni et al. (2023).

Regarding our in-house TOD, it is worth noting
that we do not differentiate between book, inform
and request entities. Therefore, we adapt the men-
tioned metrics, except for the Book Rate, while con-
sidering all entities as inform entities. Moreover,
we compute several metrics specific to automotive
domain: user subtask indicating whether the sub-
task (book, cancel, or reschedule the appointment)
matches the one given in the user goal; caller info
and car info indicating whether user information
(name, phone number) and vehicle information (car
year, make, and model) match the ones in the goal,
respectively; transport type assessing the chosen
transport type (e.g., dropping of the vehicle, wait-
ing for the service in the dealership).

5.2 Lexical Diversity of Generated Utterances
Lexical diversity (LD) is a measure of word vari-
ability and vocabulary size of a given text corpus,
in our case, the set of generated user utterances
from 100 conversations. We report MTLD scores
(McCarthy, 2005), and a number of unigram words
(Unig) and average user utterance length (UttLen).
LD results are reported in Section 6.2.

5.3 Qualitative Analysis
During the analysis of the generated simulated di-
alogues, we observed several re-occurring issues.
We categorize them as the simulator’s failure (hallu-
cination, incomplete user goal fulfillment, or loop-
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Table 2: Results of goal fulfillment task in simulator interaction with the internal TOD system. The results are
averaged across the eight user goals.

Model
Num
Shots

Compl
Rate

Succ
Rate

P R F1
User
Subtask

Caller
Info

Car
Info

Transport
Type

UttLen Unig MTLD

FlanT5-XL
(Terragni et al., 2023)

2 0.46 0.27 0.72 0.86 0.76 70.9 85.5 65.6 39.2 2.8 209 23.4

Llama-2
0 0.35 0.13 0.62 0.87 0.69 50.4 88.8 72.2 12.8 2.4 161 15.5
1 0.37 0.12 0.67 0.89 0.74 65.6 89.1 81.6 8.0 2.0 149 14.5
2 0.36 0.15 0.66 0.91 0.74 68.9 90.3 80.2 8.0 2.0 129 13.7

DAUS 0 0.51 0.40 0.91 0.92 0.91 99.5 98.5 99.0 80.7 1.7 112 16.5

ing/repeating utterances across turns) or TOD sys-
tem’s failure (NLU misclassification due to missing
user’s intent or entities, forcing end of dialogue,
or looping/repeating utterances). Our aim is to as-
sess the prevalence of these patterns and identify
potential limitations of LLM-based user simulators.
To this end, we employ three annotators to anno-
tate 45 dialogues generated with an LLM-based
baseline and 45 dialogues generated with DAUS
within ConvLab2 framework. The annotators are
domain-experts and employees of the authors’ in-
stitution. We provide guidelines for each of the
categories and go through an on-boarding process
with the annotators. The labels for each of the dia-
logues are determined by majority vote. Annotators
reach moderate to good agreement, as measured by
Fleiss’ κ, detailed in Appendix D.

6 Results

In this section, we examine our study’s findings
across three main threads. First, we investigate the
impact of fine-tuning LLMs with domain-specific
data on goal fulfillment in dialog interactions (Sec-
tion 6.1). Next, we explore the link between fine-
tuning and the lexical diversity of generated utter-
ances (Section 6.2). Finally, we assess whether
the adaptability of LLM-based user simulators to
unseen user tasks is influenced by the diversity of
subtask types in their training data (Section 6.3).

6.1 Goal Fulfillment

Internal TOD System. Table 2 shows results on
the goal fulfillment task of DAUS and the baselines
detailed in Section 4.5, averaged across different
user goals. We present the results per each of the
eight specific user goals, detailed in Section 4.3, in
Appendix B for space-saving purposes.

As a first remark, DAUS outperforms all of the
baselines across all the goal fulfillment metrics.
We observe the largest improvements for domain-

specific metrics, e.g., precision and recall of rel-
evant entities and accuracy of the transport type.
This indicates that fine-tuning on in-domain data
improves simulator’s knowledge of the domain-
specific terminology. We further expand on this
observation in Section 7.1.

Regarding the baselines, FlanT5, employing 2
shots as examples, is the second best model. As
observed in (Terragni et al., 2023) as well, this in-
struction fine-tuned model outperforms Llama-2
with 2 shots in most of the cases.

MultiWOZ Data within ConvLab2. We show
the goal fulfillment performance of DAUS and the
baselines in interaction with ConvLab2’s TOD sys-
tem on MultiWOZ 2.1 in Table 3. As in Section 6.1,
we observe strong performance of DAUS. Specif-
ically, DAUS outperforms all of the in-context
learning approaches in terms of goal fulfillment,
including prior state-of-the-art (Terragni et al.,
2023). Moreover, our method outperforms few-
shot GPT-3.5, a model significantly larger than
ours (estimated 175 billion parameters vs 13 bil-
lion). This further suggests the benefits of fine-
tuning LLMs on domain-specific conversational
data, as stronger performance can be achieved with
significantly smaller LLMs, thus reducing the com-
putational requirements of the simulator.

As a general remark, results on both benchmarks,
i.e., the ConvLab2 and our internal one, show sig-
nificant improvements across multiple goal fulfill-
ment metrics. Thus, we conclude that DAUS indeed
does lead to more consistent, reliable, and faithful
LLM-based user simulators. We will discuss these
results more in depth in our qualitative analysis in
Section 7.1.

6.2 Lexical Diversity

Lexical diversity (LD) of generated user utterances
from internal TOD system and MultiWOZ experi-
ments is presented in the last 3 columns of Tables 2
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Table 3: Performance on MultiWOZ 2.1 within ConvLab2 framework.

Model Num
Shots

Compl
Rate

Succ
Rate

Book
Rate P R F1 UttLen Unig MTLD

ABUS-T
(Wen et al., 2015) - 0.93 0.83 0.85 0.84 0.94 0.86 17.4 527 46.9

ABUS-D
(Wen et al., 2015) - 0.86 0.60 0.75 0.87 0.90 0.87 9.8 327 28.0

FlanT5-XL
(Terragni et al., 2023) 2 0.19 0.13 0.46 0.45 0.39 0.39 13.7 888 41.2

Llama-2
0 0.07 0.04 0.13 0.31 0.21 0.23 8.1 697 30.7
2 0.09 0.08 0.30 0.46 0.34 0.39 10.0 765 38.8

GPT-3.5 2 0.35 0.19 0.34 0.49 0.52 0.48 16.3 626 38.1

DAUS 0 0.41 0.29 0.66 0.69 0.69 0.67 10.6 789 54.9

and 3. We observe a drop in LD, as measured by
the length of the generated utterances and the total
number of unigrams, when DAUS is fine-tuned on
AutomotiveData. This suggests a limited vocab-
ulary in the training data, which is expected due
to the real users often responding with one or two
words, especially in the cancel task. DAUS had a
relatively high MTLD score, because of the cor-
rectly generated caller, car and transport entities,
which usually have unique values. However, a low
unigram score is due to averaging metrics over 8
user tasks, where only 3 of them are the entity-rich
book task. Meanwhile, the higher LD of FlanT5-
based method is due to its prevalent hallucinations,
thus falsely inflating the LD scores by generating
out-of-context content (see Section 7.1).

In MultiWOZ-based experiments, results indi-
cate higher LD than ABUS baselines, as mea-
sured by MTLD, while the generated utterances
are slightly shorter compared to FlanT5. As such,
DAUS does not seem to lose LD during fine-tuning
on MultiWOZ, while fine-tuning on Automotive-
Data seems to reduce it slightly. This can be ex-
plained by the fact that AutomotiveData contains
both specific vocabulary and utterances from real
product users, which makes it hard for in-context
learning approaches to imitate. On the other hand,
fine-tuning procedure enables the model to learn
the particulars of such interactions.

6.3 Generalization to Unseen User Tasks

Table 4 shows the percentage of successful sub-
task identifications for four variants of our model:
DAUS fine-tuned on the full dataset described in
Section 4.1, and DAUS fine-tuned on modified
datasets by removing certain subtasks (book (B),
cancel (C), or reschedule (R)) from the training
sets. With this experiment, we aim to assess the

generalization abilities of our approach.

Table 4: Percentage of dialogues with successfully iden-
tified subtask types across the test cases, with models
fine-tuned on specific combinations of subtask types.

DAUS (C+R+B) C+R B+R B+C

Beasy 99 100 100 99
Bhard1 93 29 85 99
Bhard2 99 86 94 97
Ceasy 96 100 75 99
Chard 100 100 77 96
Reasy 88 100 98 34
Rhard1 97 50 69 0
Rhard2 86 84 56 0

Results show a decrease in performance when
a model is not shown the specific subtask during
training. For example, when we fine-tune DAUS
on the combination of book and reschedule sub-
tasks, we observe a considerable drop in perfor-
mance on the cancel subtask. However, the largest
drop is observed in the most complex subtask type,
reschedule, where the model fine-tuned on B+C
data completely fails to successfully communicate
its goal for both Rhard test cases.

We can conclude that DAUS does not generalize
well to unseen user goal subtasks. Nevertheless,
the overall performance of the fine-tuned models
across all of the subtasks is still comparable to the
performance of few-shot based models (e.g., B+C
correctly predicts the subtask type, on average, in
66% of the dialogues, while Llama-2 2-shot
does it in 69% of the dialogues, on average).

7 Qualitative Analysis

In this section, we detail and discuss the findings
of our qualitative analysis of simulated dialogues.
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Table 5: Percentage of the observed patterns per sample
annotated in simulated dialogues in MultiWOZ.

Label FlanT5 DAUS

Hallucination 73% 36%
Looping simulator 69% 6%
Incomplete goal 78% 53%
Looping system 20% 22%
NLU misclassification 60% 40%
Forced end 27% 27%

7.1 Human Evaluation of Generated
Dialogues

Table 5 presents the prevalence of patterns, de-
scribed in Section 5.3, observed through manual
annotation of the simulated MultiWOZ dialogues.
We observe consistent decrease in hallucinations,
reduced number of dialogues with incomplete goal
fulfillment, as well as reduced repetition of utter-
ances in dialogues generated by DAUS, compared
to FlanT5-based simulator. Below, we report the
main findings from our analysis.

Hallucinations. The percentage of dialogues
containing hallucinations drops from 73% for
FlanT5-based simulator to 36% with DAUS. We
observe that FlanT5 frequently experiences se-
vere failures, mostly because it generates non-
specified pieces of information, such as defining a
random range of time for a taxi pickup, inventing a
location for an attraction or referring to a restaurant
that have not been previously mentioned. Such hal-
lucinations lead to dialogue failures, without pos-
sibility to recover the conversation. On the other
hand, DAUS does not hallucinate nor misinterpret
entities from the user goal and the dialogue, but
rather sometimes asks for additional information
that is not required by the user goal (e.g., asking
restaurant’s phone number, even though it is not
strictly specified in the goal). Thus, we conclude
that not only the prevalence of the hallucinations is
reduced, but also their severity.

TOD system failures. We observe that the dia-
logue frequently stops before all of the subtasks
from the user goal are completed (i.e., if the goal
requires to book a restaurant and a taxi, perhaps
only the restaurant is booked). While this is partly
due to the simulator missing certain part of the
user goal, it often happens due to the TOD system
failures. We observe several issues with the TOD
system within the ConvLab2 framework. First, as
mentioned in the previous paragraph, the system

aims to prematurely complete the dialogue, thus
offering no opportunity to the user (simulator) to
fully express their goal. Second, the system’s NLU
component often misclassifies certain entities, lead-
ing to incorrectly booked restaurants or similar. An
example dialogue of both prematurely ending the
dialogue and NLU misclassification:

CUSTOMER: Can you help me with a robbery that happened?

I am the victim.

ASSISTANT: Thank you for using our services . (forcing
premature end of conversation)
CUSTOMER: It happened at 9:10

ASSISTANT: Can you tell me which day you ’d like to travel

on? What is your destination? Where will you be departing

from? (NLU misclassification)

Finally, we observe loops in system’s policy,
where the system is stuck in policy states and is not
able to continue the conversation.

7.2 Domain-specific Vocabulary

During our analysis of conversations generated us-
ing our internal TOD system, we observed that
DAUS acquires domain-specific vocabulary, which
we believe enhances its performance. For instance,
when scheduling a vehicle service appointment,
customers specify the preferred transport type, usu-
ally dropoff (the customer drops off the vehicle and
returns when the service is complete) or waiter (the
customer waits at the dealership during the service).
This phenomenon, supported by performance im-
provements for Transport Type (see Table 2), is
evident through qualitative dialogue analysis. Our
initial experiments indicate that in-context learning
approaches aiming to explain these terms in the
prompt do not consistently capture their nuances.

Additionally, we noticed that, when fine-tuned
on AutomotiveData containing phone call conversa-
tions with real users, DAUS tends to generate filler
words like “uhm” and “yeah”.

8 Conclusions

The use of a domain-aware LLM-based user sim-
ulator, such as DAUS, shows promising results in
multi-turn interactions with TOD systems. DAUS
can fulfill user goals by generating consistent
and faithful utterances. Compared to previous
LLM-based approaches (Terragni et al., 2023), our
method has demonstrated superior performance,
as measured by multiple metrics designed to cap-
ture the fulfillment of the given goal, as well as
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faithfulness across the dialogue. This indicates that
DAUS is capable of effectively simulating user be-
havior and can serve as a valuable tool for testing
and evaluating TOD systems. Moreover, our ap-
proach requires relatively small training dataset and
imposes modest computational demands, thanks
to parameter-efficient fine-tuning. This discovery
aligns with findings in related research that con-
trasts in-context learning with parameter-efficient
fine-tuning (Mosbach et al., 2023; Liu et al., 2022).
Consequently, our approach emerges as a prag-
matic choice for broader adoption within the NLP
and Conversational AI community.

The potential applications of LLM-based user
simulators are synthetic data augmentation (Li
et al., 2022), supporting reinforcement learning
approaches (Shi et al., 2019), and TOD system
evaluation (Terragni et al., 2023; Zhu et al., 2020).
DAUS’s reliability and consistency to the user goal
make it particularly suitable for TOD system evalu-
ation. As we have seen previously, an incomplete
user goal can mainly imply two scenarios: a user
simulator who hallucinates or a TOD system that
is not able to understand the user’s requirements.
Therefore, the presence of a reliable user simulator
is crucial: it allows us to identify the TOD system’s
errors with high accuracy.

Moreover, we stress that at the center of our
approach is an LLM, leading to potentially different
generations given the same input, depending on
the sampling method. This means that DAUS is
more flexible than certain agenda-based simulators,
which usually rely on template-based responses.
As such, we are able to simulate a dialogue with
the same user goal multiple times, which results
in multiple different attempts of the simulator to
fulfill its goal, going through potentially different
conversational paths. Therefore, we are able to
test the robustness of the TOD system to different
expressions of the same user goal.

9 Limitations

The approach employed in our study has several
inherent limitations, primarily stemming from the
use of LLMs. Most notably, GPT-3.5, the model
we utilized in our experiments, is not open-source
and freely available, which can hinder replicabil-
ity of the experiments. Another limitation is re-
lated to the opaqueness of the model’s training and
fine-tuning processes. These models undergo pre-
training and fine-tuning on diverse datasets, the

specifics of which are often undisclosed. Conse-
quently, it is challenging to ascertain whether these
models have been exposed to specific datasets, such
as MultiWOZ 2.1, or datasets with similar charac-
teristics, which could raise concerns about models
performance and potential biases.

Furthermore, our experiments were conducted
exclusively on two English-language datasets.
While LLMs are known for their transfer learning
capabilities, allowing for the potential extension
of results to other datasets, there is no guarantee
of their generalizability across various domains
or low-resource languages. The effectiveness of
these models in domains distinct from the ones they
were trained on remains uncertain and should be
approached with caution.

In our analysis, we also observed instances
where LLMs exhibit hallucinations. Despite being
superior to in-context learning approaches like (Ter-
ragni et al., 2023), we still encountered cases of
LLM responses that deviated from the expected
or coherent output. These hallucinations may lead
to unpredictable and potentially inappropriate re-
sponses in certain conversational contexts, raising
concerns about the reliability and safety of such
systems.

We also noticed a decrease in performance when
certain user subtasks are omitted from the train-
ing dataset when we fine-tune DAUS, although the
overall performance remains comparable to that of
few-shot models. In our analysis, we did not inves-
tigate if providing one or two dialog shots would
address this performance decrease.

Finally, the methodology relies on conversa-
tional data for fine-tuning LLMs. This reliance
introduces additional limitations. Firstly, obtaining
suitable conversational data may be challenging or
even unfeasible in some scenarios. Researchers
may resort to crowd-sourcing tools to gather dia-
logue examples or use LLMs themselves to gener-
ate synthetic data, which could introduce biases or
inaccuracies. Secondly, the quality of the conversa-
tional data used for fine-tuning plays a pivotal role
in the model’s performance. In our study, we uti-
lized well-curated conversational data, but we did
not investigate the impact of using noisier or less
meticulously curated data. The use of lower-quality
data sources may affect the model’s performance
and raise questions about its reliability and robust-
ness in real-world applications.
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10 Ethics Statement

The use of LLMs for user simulation raises ethi-
cal considerations. We acknowledge the potential
for perpetuating biases and stereotypes present in
the data used to train these models (Brown et al.,
2020b; Lucy and Bamman, 2021; Bender et al.,
2021). While we have not implemented specific
measures to mitigate these risks in this paper, we
recognize their importance and urge the research
community to address these challenges.

It is essential to note that we have used the user
simulator solely to evaluate the performance of a
dialogue system. However, LLMs can be used in a
reinforcement learning setting to train dialog sys-
tems (Shi et al., 2019). In such cases, it is crucial to
use these models judiciously because of their unpre-
dictable and potentially inappropriate responses.

In addition to ethical considerations, it is cru-
cial to acknowledge the significant environmental
impact of LLMs. Their training and deployment
consumes a considerable amount of energy, leading
to environmental issues (Strubell et al., 2019). We
should also be aware of the significant carbon foot-
print while fine-tuning the LLMs and using them
for inference.
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A User tasks

Description of eight different test cases (user goals)
are provided in Table 6. We additionally add com-
parisons with FlanT5-XXL.

Table 6: Description of user goals with subtask types.

# User subtask Difficulty User goal details

1 Book Easy

New customer;
Available: today 4PM;
Transport_type: waiter;
Service: check engine.

2 Book Hard

Known customer with 1
appointment and 2 cars;
Available: Wednesday;
Transport_type: dropoff;
Unknown Service.

3 Book Hard

Known customer with 3
appointments and 2 cars;
Available: Wednesday;
Transport_type: dropoff;
Two services: engine over-
heating and oil change.

4 Cancel Easy Known customer with 1
appointment.

5 Cancel Hard Known customer with 3
appointments.

6 Reschedule Easy

Known customer with 1
appointment;
Available: 10 AM;
Transport_type: dropoff;
Unknown service.

7 Reschedule Hard

Known customer with 1
appointment;
Available: afternoon;
Transport_type: waiter;
Service: oil change.

8 Reschedule Hard

Known customer from un-
known phone number;
With 3 appointments;
Available: Wednesday;
Transport_type: loaner;
Two services: Oil change
and engine check

B Results per Tasks

Table 8 shows the breakdown of the results of base-
lines and DAUS per specific user goal.

C Utterance-Level Metrics

In addition to dialogue-level metrics detailed in
Section 5, we consider a number of utterance-
level metrics. Such metrics are based on com-
parisons of generated utterances to the target ut-
terance in the test set of the appropriate dataset,

Table 7: Inter-Annotator Agreement, as measured by
Fleiss’ κ for samples from DAUS and FlanT5-XL.

DAUS FlanT5-XL

Hallucination 0.365 0.499
Incomplete Goal 0.585 0.754
Looping Simulator 0.319 0.687
NLU Misclassification 0.356 0.308
Forces end of dialogue 0.314 0.367
Looping System 0.640 0.084

described in Section 4.1. We consider two main
types of utterance-level metrics: 1) natural lan-
guage generation (NLG) metrics; and 2) natu-
ral language understanding-based (NLU) metrics.
We compute several well-known NLG metrics:
BLEU (Papineni et al., 2002), ROUGE (Lin, 2004),
BERTScore (Zhang et al., 2019), METEOR (Lavie
and Agarwal, 2007), as well as cosine similarity
between embedded generated and target utterances.

Moreover, we design several domain-specific
NLU-based metrics. TOD systems are composed
of multiple modules, with NLU module, that aims
to understand and parse the given user utterance,
being one of the essential modules. Thus, we em-
ploy NLU component of the TOD systems to ex-
tract user (simulator) intent and mentioned entities,
Similarly to NLG-metrics, we compare the intent
and entities extracted from the generated utterance,
to those in the target utterance. Specifically, we
design the following metrics:

• Cosine similarity between the embedded in-
tents extracted form the generated utterance
and the target utterance. Intents are embedded
with RoBERTa model.

• Cosine similarity between the generated and
the target utterance, in which the entities
were masked. Utterances are embedded with
RoBERTa model.

• Precision, Recall, and F1 of entities between
the generated and the target utterances.

Table 9 shows the results across the described met-
rics.

D Qualitative Analysis Details

Table 7 shows the Inter-Annotator agreement per
model and per type of pattern.

Table 10 shows three examples of failed simu-
lated dialogues.
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E Computing Infrastructure

We ran the experiments on a machine equipped
with two AMD® EPYC 7763 64-Core Processors,
and 10 NVIDIA RTX A6000 GPUs with 48GB
RAM each, CUDA v11.6, Driver Version 510.54.
All the experiments ran on a single GPU. As de-
tailed earlier, we use Llama-2 (7B and 13B param-
eters versions), as well as FlanT5 (3B and 11B
versions). Fine-tuning of a single Llama-2 model
requires approximately 12 GPU hours. We estimate
all of the experiments to require several hundred
GPU hours.

F Use of AI assistants for writing

ChatGPT was used for rephrasing certain sections
of this work to enhance clarity and coherence. It
was not involved in generating new content such
as tables, citations, or equations. The authors’ first
language is not English, and the assistance from
ChatGPT aimed to improve readability.
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Table 8: Results of selected baselines and DAUS (the main method based on Llama-2 13B, as well as the 7B version)
per specific user goal.

Subtask Model N shots User Task Compl Rate Succ Rate P R F1 Service Info Transport Car Info Caller Info

Chard

Llama-2-13b 0 43 100 43 0.74 0.79 0.76 99.5
Llama-2-13b 2 52 100 44 0.77 0.86 0.8 100
FlanT5-xxl 0 61 100 57 0.83 0.84 0.83 99.5
FlanT5-xxl 2 65 100 63 0.84 0.9 0.85 99
FlanT5-xl 0 67 100 64 0.85 0.89 0.86 98
FlanT5-xl 2 75 100 73 0.89 0.94 0.9 100
DAUS-7b 0 93 100 93 0.96 0.96 0.96 100
DAUS 0 100 100 100 1 1 1 100

Bhard2

Llama-2-13b 0 94 23 1 0.59 0.89 0.67 31 4 73 57.5
Llama-2-13b 2 98 27 1 0.62 0.87 0.71 44 7 84 64
FlanT5-xxl 0 81 64 19 0.78 0.91 0.81 74 45 78.3 78
FlanT5-xxl 2 91 72 15 0.77 0.86 0.8 83 42 86 84
FlanT5-xl 0 81 18 4 0.37 0.77 0.44 36 18 29.3 22.5
FlanT5-xl 2 95 58 6 0.66 0.81 0.7 75 37 74.6 68.5
DAUS-7b 0 99 76 29 0.87 0.84 0.85 64 100 88.5
DAUS 0 100 89 50 0.93 0.85 0.88 90 93 100 99

Beasy

Llama-2-13b 0 97 43 23 0.77 0.91 0.82 59 49 77 100
Llama-2-13b 2 100 43 4 0.76 0.93 0.83 51 15 92.3 100
FlanT5-xxl 0 90 65 46 0.85 0.93 0.86 70 63 90 99
FlanT5-xxl 2 98 57 50 0.89 0.88 0.88 60 80 84 100
FlanT5-xl 0 94 14 14 0.73 0.86 0.78 34 91 40.6 99.5
FlanT5-xl 2 97 23 22 0.81 0.85 0.82 26 94 54.3 100
DAUS-7b 0 96 55 22 0.92 0.87 0.89 99 98.7 100
DAUS 0 100 37 15 0.93 0.89 0.91 38 98 100 98

Bhard1

Llama-2-13b 0 65 1 0 0.59 0.9 0.69 19 6 64 100
Llama-2-13b 2 83 0 0 0.62 0.9 0.71 4 1 71.3 100
FlanT5-xxl 0 80 10 0 0.82 0.84 0.81 16 71 84 99.5
FlanT5-xxl 2 56 9 0 0.69 0.86 0.73 35 44 69.3 100
FlanT5-xl 0 40 2 0 0.6 0.84 0.67 25 28 61.6 100
FlanT5-xl 2 24 1 0 0.48 0.91 0.6 62 10 48.3 100
DAUS-7b 0 78 2 0 0.81 0.82 0.8 80 86 100
DAUS 0 99 15 0 0.84 0.84 0.83 17 84 94 95.5

Ceasy

Llama-2-13b 0 39 100 37 0.76 0.78 0.76 100
Llama-2-13b 2 67 100 61 0.85 0.89 0.86 100
FlanT5-xxl 0 75 100 74 0.91 0.89 0.89 100
FlanT5-xxl 2 94 100 93 0.98 0.97 0.98 100
FlanT5-xl 0 73 100 71 0.89 0.87 0.87 100
FlanT5-xl 2 97 100 97 0.99 0.99 0.99 100
DAUS-7b 0 100 100 100 1 1 1 100
DAUS 0 100 100 100 1 1 1 100

Reasy

Llama-2-13b 0 14 1 0 0.51 0.91 0.63 2 7 77.6 100
Llama-2-13b 2 38 2 2 0.54 0.93 0.67 9 6 80 98.5
FlanT5-xxl 0 60 3 2 0.78 0.91 0.83 16 80 98.3 99.5
FlanT5-xxl 2 76 28 8 0.84 0.91 0.86 45 82 99.3 100
FlanT5-xl 0 44 8 3 0.75 0.88 0.8 26 79 92 100
FlanT5-xl 2 71 30 3 0.81 0.91 0.85 54 70 98.6 100
DAUS-7b 0 99 10 10 0.97 0.91 0.94 99 100 100
DAUS 0 99 6 5 0.91 0.93 0.91 9 100 100 100

Rhard1

Llama-2-13b 0 25 7 0 0.55 0.88 0.66 27 5 79 93.5
Llama-2-13b 2 55 13 6 0.61 0.93 0.72 42 15 79.6 91
FlanT5-xxl 0 20 14 5 0.67 0.87 0.75 88 47 86 85.5
FlanT5-xxl 2 34 29 10 0.68 0.8 0.73 95 31 81.6 80.5
FlanT5-xl 0 15 12 3 0.43 0.61 0.49 72 16 40.3 41.5
FlanT5-xl 2 61 53 11 0.71 0.83 0.74 82 21 74.6 74.5
DAUS-7b 0 48 22 21 0.72 0.87 0.78 77 84.3 96
DAUS 0 100 62 46 0.9 0.94 0.91 98 99 100 100

Rhard2

Llama-2-13b 0 26 1 0 0.48 0.89 0.59 20 6 62.3 60
Llama-2-13b 2 58 1 0 0.53 0.94 0.65 23 4 74 69
FlanT5-xxl 0 26 7 4 0.67 0.93 0.75 67 50 81 79
FlanT5-xxl 2 42 8 1 0.64 0.83 0.7 49 33 82.3 68.5
FlanT5-xl 0 9 0 0 0.21 0.43 0.26 17 5 19.3 13.5
FlanT5-xl 2 47 2 0 0.42 0.69 0.47 14 3 43 41.5
DAUS-7b 0 36 6 5 0.67 0.83 0.73 67 98 69.5
DAUS 0 98 1 0 0.78 0.93 0.84 5 10 100 95.5
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Table 9: NLG- and NLU-based utterance-level metrics.

BLUE ROUGE BERTScore METEOR utterance
similarity

intent
similarity

entities_R entities_P entities_F1

MultiWOZ
Llama-2-7b 0.12 0.18 0.85 0.16 0.31 0.67 0.22 0.35 0.37
Llama-2-13b 0.13 0.19 0.85 0.16 0.32 0.67 0.26 0.36 0.38
Llama-2-13b-fine-tuned 0.12 0.19 0.85 0.16 0.31 0.67 0.26 0.35 0.37

AutomotiveData
Llama-2-7b 0.22 0.24 0.88 0.17 0.52 0.58 0.44 0.18 0.47
Llama-2-13b 0.42 0.43 0.92 0.26 0.68 0.73 0.42 0.25 0.47
Llama-2-13b-fine-tuned 0.42 0.43 0.92 0.26 0.68 0.73 0.42 0.25 0.47
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Table 10: Examples of common failures observed through qualitative analysis.

Example 1:
REQUIREMENTS: You are looking forward to trying local restaurants. You are looking for a particular restaurant. Its name is called cote. Once you find a restaurant,
make sure you get postcode. Once you find the restaurant you want to book a table for 7 people at 12:00 on tuesday. You are looking for a place to stay. The hotel should
be in the cheap price range. The hotel should be in the north. The hotel does not need to include free parking. The hotel should be in the type of guesthouse. If there is
no such hotel, how about one that is in the moderate price range. Once you find a hotel, make sure you get postcode, phone number. You also want to book a taxi to
commute between the two places. The taxi should arrive at the restaurant from the hotel by 02:45. Once you find a taxi, make sure you get car type, phone number
CONVERSATION:
...
ASSISTANT: What time will you be leaving . What time would you like to arrive ?
CUSTOMER: I would like to depart at 2 :45 to return at 5 :15 . (hallucination)
ASSISTANT: Thank you for using our services .
CUSTOMER: Thank you .
ASSISTANT: I ’ m happy to have been able to help you today .
CUSTOMER: Thank you for the help the table has been booked and taxi has been booked .
ASSISTANT: What time would you like to leave ?
CUSTOMER: I would like to leave at 2 : 45 to return at 5 :15 . (hallucination)
ASSISTANT: Your booking is complete , a tesla will be picking you up . The contact number is 45067427198 .
CUSTOMER: Thank you , have a nice day !
ASSISTANT: Ok , thank you . Have a good day .
CUSTOMER: Can you check cote restaurant please . (looping)
ASSISTANT: It is in the centre area .
CUSTOMER: Can you check cote restaurant please . (looping)
ASSISTANT: They serve french . It is in the centre area .
CUSTOMER: Thank you for your help and have a good day !
ASSISTANT: Thank you for using our services .
CUSTOMER: Can you check the cote restaurant . (looping)
ASSISTANT: Okay , how about cote ? That is a french restaurant .
CUSTOMER: Can you check cote restaurant please .
ASSISTANT: That is a french restaurant . They are in the expensive price range .
CUSTOMER: Thank you for your help and have a good day !
ASSISTANT: You are more than welcome !.
CUSTOMER: Can you please look up cote restaurant for me please . (looping)
...

Example 2:
REQUIREMENTS: You are looking for a place to stay. The hotel should have a star of 4. The hotel should be in the centre. The hotel should be in the expensive price
range. The hotel does not need to include free parking. If there is no such hotel, how about one that has free parking. Once you find the hotel you want to book it for 5
people on sunday for 3 nights
CONVERSATION:
CUSTOMER: I want to find a hotel with a four star rating.
ASSISTANT: I am sorry I have no listings for any with four stars . (NLU misclassification since later it does find criteria)
CUSTOMER: How about a guesthouse?
ASSISTANT: Unfortunately , I couldn’t find anything with four stars . I can’t find any guesthouse that fit your criteria , i’m sorry .
CUSTOMER: That’s fine, but can you try finding an expensive hotel in the centre of town?
ASSISTANT: There aren’t any that match your criteria in the centre . Any other suggestions ? There is none that is expensive . Would you like to change your criteria ?
I am sorry I have no listings for any with four stars . Sorry there is no hotel fitting the description you asked for.
CUSTOMER: I am looking for a 4 star hotel that is expensive and in the centre of town with free parking.
ASSISTANT: How about university arms hotel ? It is in the centre area . It has wifi . It is a hotel . The hotel is 4 stars .
CUSTOMER: Can you book it for me?
ASSISTANT: You are more than welcome !
CUSTOMER: Ok. Book me for 5 people on sunday for 3 nights.

Example 3:
REQUIREMENTS: You are also looking for a train. The train should depart from cambridge. The train should leave on sunday. The train should go to stansted airport.
The train should arrive by 08:45. Once you find the train you want to make a booking for 1 people. You are looking forward to trying local restaurants. The restaurant
should be in the centre. The restaurant should be in the expensive price range. The restaurant should serve modern european food. Once you find a restaurant, make sure
you get postcode
CONVERSATION:
...
CUSTOMER: Thanks. I’m also looking for a restaurant.
ASSISTANT: I have 110 options for you !. How about curry prince ?
CUSTOMER: I need something in the centre. and I would like to spend some money. Expensive please.
ASSISTANT: We have 33 such places . I would suggest cote . It is located in the centre .
CUSTOMER: Is Cote a modern European restaurant?
ASSISTANT: There no modern european restaurants that I can find right now . Would something else work ? I do n’t have anything in the expensive range that fits that
criteria . I ’ m sorry . i can not find details for cote . I have n’t found any in the centre.
CUSTOMER: I really need a modern european restaurant, preferably expensive. I’ll try a different area, if necessary.
ASSISTANT: I do not have anything in that price range for modern european . Another criteria perhaps ? There are no expensive ones . I ’ m sorry . i can not find details
for cote . There no such restraunts in centre. There are no modern european restaurants . No expensive restaurant. I ’ m sorry . i can not find details for cote . There no
such restraunts in centre. (looping)
CUSTOMER: Can you please try one more time? I really need an expensive restaurant, thank you.
ASSISTANT: I am unable to find any modern european restaurants in town . There are none in expensive , perhaps something else ? I ’ m sorry . i can not find details for
cote . I did not find any restaurants in centre . (looping)
CUSTOMER: What about expensive modern european?
ASSISTANT: There are no modern european food places , shall I run another search ? There are none in expensive , perhaps something else ? I ’ m sorry . i can not find
details for cote . Sorry , there are no restaurants like that in the centre . (looping)
CUSTOMER: Yes please run another search.
ASSISTANT: Thank you for contacting the help desk . Have a great day . (forces premature end of conversation)
CUSTOMER: What did you find for expensive modern european?
ASSISTANT: There are no modern european restaurants unfortunately . There are none in expensive , perhaps something else ? I ’ m sorry . i can not find details for
cote . I am sorry there is none even in the centre. (looping)
CUSTOMER: You are sorry. I am sorry. You are unhelpful. I will find my own place to eat.
ASSISTANT: Have a good day .
CUSTOMER: Wait, I’m sorry. What can you suggest for expensive modern European restaurants?
ASSISTANT: I do not have anything in that price range for modern european . Another criteria perhaps ? I do n’t have anything in the expensive range that fits that
criteria . I ’ m sorry . i can not find details for cote . I am sorry but there are no restaurants that fit that criteria in the centre . (looping)
CUSTOMER: I would really like a restaurant please. Can you search again?
...
ASSISTANT: Have a good day .
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Abstract

This paper introduces a novel approach to form-
filling and dialogue system evaluation by lever-
aging Large Language Models (LLMs). The
proposed method establishes a setup wherein
multiple modules collaborate on addressing
the form-filling task. The dialogue system
is constructed on top of LLMs, focusing on
defining specific roles for individual modules.
We show that using multiple independent sub-
modules working cooperatively on this task can
improve performance and handle the typical
constraints of using LLMs, such as context lim-
itations. The study involves testing the mod-
ular setup on four selected forms of varying
topics and lengths, employing commercial and
open-access LLMs. The experimental results
demonstrate that the modular setup consistently
outperforms the baseline, showcasing the effec-
tiveness of this approach. Furthermore, our
findings reveal that open-access models per-
form comparably to commercial models for the
specified task.

1 Introduction

Dialogue evaluation stands as a critical discipline
within Natural Language Processing (NLP), gain-
ing heightened significance with the emergence of
large language models (LLM). The introduction
of recent commercial and open-access models has
transformed the landscape by enabling building
dialogue applications where such models are fine-
tuned to follow instructions (Ouyang et al., 2022).
As these models showcase impressive capabilities
in generating coherent and contextually relevant
responses to the given prompts, evaluating their
performance on multi-turn interactions (dialogue
settings) requires a deeper look that goes beyond
conventional metrics (Hudecek and Dusek, 2023b).
Recent advancements in the field suggested incor-
porating LLMs into self-contained modules that
have certain task objectives (instructed by prompt-
ing (Brown et al., 2020)) and placed in a simu-

lated environment for benchmarking or frameworks
for developing agents with LLMs (Chalamalasetti
et al., 2023; Qiao et al., 2023; Wu et al., 2023; Li
et al., 2023; Zhou et al., 2023).

Form filling is one of the traditional tasks for con-
versational interfaces, and a whole markup scheme
(VoiceXML) has been designed around it (McTear
et al., 2016). In this paper, we want to explore how
the capabilities of modern LLMs as “linguistically
programmed linguistic processors” can address this
task. We propose the idea of building a modular dia-
logue system for the special purpose of form-filling.
Typical form filling involves a user answering ques-
tions sequentially until all required fields are com-
pleted. Our proposed idea is to decompose a larger
task of form filling into smaller sub-tasks and as-
sign a specific module to them. Each module is
realized through prompting a general purpose LLM
and is responsible for solving only the assigned
sub-task. We do not program each module in a
traditional programming language but instead use
the “programming through prompting” approach
based on LLMs. Such a division of the overall task
into multiple sub-tasks includes benefits such as
handling the context window size limit since pro-
viding the complete form and all interactions in a
single prompt text might lead to reaching the token
limits of current LLMs (Ratner et al., 2023). An-
other dimension is to rank various LLMs for their
instruction-following abilities, such as form filling
and its sub-tasks.

The overview of how a modular dialogue sys-
tem works for the form-filling task is illustrated
in Figure 1. One module (chunk generator) is re-
sponsible for going through all fields and finding
commonalities among them to create chunks. Such
commonalities can refer to questions that can be
asked together, e.g., place of birth and date of birth,
which can be asked in a single question, leading
to shorter dialogues. Such a way of filling out the
form reduces the number of required turns for the
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1. When is your 

birthday?

2. Do you have 

siblings?

3. Where were 

you born?

Chunking

1

3

2

Merging

1

3

2

Answer 

Parser
Chunk 

Filler

Validation

Has the Chunk been filled 

out correctly, based on 

the collected Dialogue?

Question Generation

{“Question”: “Where and 
when were you born?”,
“Target”: [1, 3]}

User

{“answer”:
“Malta, May 
26th, 1990”}

{“Question”: “What date 
is your birthday exactly?”

Follow-up

{“Place of birth”: “Malta”, 
“Date of birth”: “1990/05/26”}

Info Extraction

{“1”: “1990/05/26”, “3”: 
“Malta”}

Form Filling

User

{“answer”:
“May 
26th”}

1. 1990/05/26

2. -

3. Malta

Form

Answer

Figure 1: Overview of the modular approach for form filling by prompting LLMs. Each module is responsible for a
specific sub-task.

user while keeping the provided answers semanti-
cally related. Once the question is asked and the
user answers it, the module responsible for answer
parsing matches the question to the answer. If the
provided answers suffice, then the module respon-
sible for information extraction applies its role to
extract the required information for each form field
in the selected chunk. The process goes on in this
manner until the required fields in the form are
processed. The user can be prompted to provide
an answer again if a particular criterion is not met,
e.g., the answer parser detects an issue with the
provided answer.

We compare the proposed method with a base-
line setup that uses two modules that do multiple
sub-tasks simultaneously. We evaluate commer-
cial and open-weight LLMs for their performance
in realizing these modules. We also evaluate (in
simulation) the whole system and show that it has
specific desirable properties, such as leading to
fewer turns (shorter dialogues), which is due to
the fact that certain fields can be grouped together
rather than processing the form in sequential order.
We present here the first proof-of-concept where
the main functionality is simulated. We selected
four existing forms from different categories that
include various fields such as free-form text field,
multiple choice, date, number, single-choice. The
test with real users remains to be done in the future.

Our main contributions can be summarized as
follows:

• evaluation of dialogue systems for the task of
form-filling

• modular setup that allows delegating the task
to multiple sub-modules to solve it collec-
tively

• extensive experimental evaluation where we
compare commercial LLMs with open-weight
ones for their instruction-following capabili-
ties in a dialogue setting

The source code of the approach is shared pub-
licly1.

2 Related Work

Recent studies by Chalamalasetti et al. (2023);
Qiao et al. (2023); Wu et al. (2023) focused on
the idea of defining modular components on top of
large language models (LLM) and simulating them
on certain environments for their dialogue capabil-
ities. The recent paradigm in pre-trained LLMs
is that they are also fine-tuned to follow instruc-
tions (Ouyang et al., 2022), essential to building
dialogue systems. Wu et al. (2023) proposed to

1https://github.com/clp-research/
modular_form_filling_with_llm
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benchmark LLMs as agents on six games such as
Rock-Paper-Scissors, Tower of Hanoi, Minecraft,
etc. Each game features a unique setting and envi-
ronment. Their benchmarking framework allows
comparison of commercial LLMs (e.g. GPT-4)
against open-weight alternatives. Qiao et al. (2023)
followed a similar idea by proposing the evalua-
tion of LLMs through goal-driven conversational
games. One of the games is called ask-guess, where
two players (prompted LLMs) cooperate to guess
the target word by engaging in a multi-turn dia-
logue. Chalamalasetti et al. (2023) proposed the
combination of multiple word games such as taboo,
wordle, and reference games where the task is to
describe the given image to the partner. Their ap-
proach is based on defining such games as dialogue
games where each participating player (prompted
LLMs) follows specific instructions given by the
game master.

Regarding the idea of defining any task as a
modular approach, Lu et al. (2023) proposed the
approach called Chameleon, where multiple com-
ponents are glued together. Their approach is built
on top of an LLM, acting as an agent with access
to tools such as web search and optical character
recognition to extract text from images, etc. One of
the main contributions of our paper is the idea of
dividing the task into multiple sub-modules where
Ratner et al. (2023) has proposed a similar notion
of creating chunks of long context.

2.1 Dialogue Evaluation

When evaluating dialogue systems, most studies
rely on human evaluation since the quality of dia-
logue is a subjective measurement (Quinderé et al.,
2013). This qualitative assessment is, therefore,
costly. There are also ways to assign quantita-
tive measures to dialogue systems that work pri-
marily for task-oriented dialogue systems. Gasic
et al. (2008) introduce a scoring function for their
probabilistic system that rewards picking up new
beliefs and punishes every step taken to encour-
age shorter interactions. A recent survey by Deriu
et al. (2021) on evaluation methods for dialogue
systems identified five attributes that an evaluation
strategy should follow: automatic, repeatable, cor-
related to human judgment, differentiate between
different dialogue systems, and explainable. Mehri
and Eskénazi (2020) suggested a scoring function
that leverages LLMs to generate scores. Hudecek
and Dusek (2023a) in their recent work evaluated

their dialogue system, which is based on LLM for
dialogue state tracking and domain detection, on
task-oriented settings by looking at automatic met-
rics such as task success as well as human judg-
ments. Another evolving recent direction is to em-
ploy LLMs judging generated responses of another
LLM. Chan et al. (2023) proposed ChatEval where
their setup composed of LLMs discuss and evaluate
the quality of generated responses.

3 Modular Dialogue Setup

Our proposed methodology is to build a dialogue
system capable of leading another participant to fill
out any form. The dialogue system is built on top of
multiple sub-modules acting on their restricted task
descriptions. A module, in this context, is built
by prompting an LLM with the defined task de-
scription and is expected to follow the instructions
in the task description. We divide modules into
two distinct groups: interactive & task-performing
modules. Next, we explain each in detail.

3.1 Interactive Modules

These modules are instructed to handle the current
part of the task and decide on the next step. They
can instruct others to perform multiple small sub-
tasks, collect the outputs, and then decide what
remaining part of the sub-task to focus on next.

Dialogue Manager: It sits on the top of all to
control the flow of the dialogue and keep track of
the state. Similar to typical dialogue state tracking
in traditional dialogue systems. Its main goal for
the form-filling task is to slide the forms into pieces
to reduce the context and handle it one piece at a
time. It has three options to choose form: 1) form
chunks, 2) fill chunk, and 3) stop. Creating chunks
is dividing the form into chunks by grouping sim-
ilar questions. Fill chunk is the process handled
by another module (explained below) to fill out the
grouped questions. The stop process is executed
once all selected chunks and their corresponding
questions are answered. It is also invoked when
needed to exit from endless loops if encountered.

Chunk Filler: It receives a certain chunk and all
the fields from the form that are grouped under it. It
can perform three actions: 1) question generation,
2) answer validation, 3) stop. Question generation
is the process of generating a question that encom-
passes some fields (or all) that are part of a selected
chunk of the form. It is called as long as there are
fields for which an answer has not been provided
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yet. Answer validation is the process of checking
the validity of the provided answer with respect
to the fields that are asked in the question. Stop
essentially ends the module’s actions and returns
the filled fields that are part of the given chunk.

Answer Parser: It is invoked after each inter-
action to parse the given answer. It can perform
three actions: 1) information extraction, 2) follow-
up question, 3) repeated question. Information
extraction is the process of matching the fields in
the selected chunk with the provided answer. For
instance, for questions such as “What is your place
of birth and date?” an answer such as “I was born
in Malta on May 26th 1990” is provided. The fields
in the chunk can be “birthplace” and “birth date”.
The task of the information extraction step is to
extract which part of the text corresponds to which
form field and return those values normalized, e.g.,
following certain date formatting. The follow-up
question is the process of asking another question
if a certain field can not be filled with the provided
answer. The repeated question is used when the
assignment is completely missed or a clarification
question is asked.

3.2 Task-performing Modules

These modules are instructed to do one specific task
and return the outputs in a certain format. The in-
teractive modules described in Section 3.1 employ
task-performing modules to handle certain actions.

Question Extractor: It takes a single field of the
form as input and generates a single sentence that
summarizes the field. It is called by the Dialogue
Manager.

Question Grouping: Using the generated sum-
maries for each field, it generates groups based on
the summaries and assigns them a unique name.
We refer to these groups as chunks. It is called by
the Dialogue Manager.

Grouping Validator: By utilizing the sum-
maries and the generated groups, it validates
whether each field (its summary) is part of exactly
one group (chunk). If needed, it returns revised
groups and corresponding fields. The returned
groups of fields are used as the final form for the
rest of the dialogue. It is called by the Dialogue
Manager.

Question Generator: It takes an entire chunk
(groups of fields) and generates a single question
that encapsulates some fields. It is not necessary
to include all fields at once. It is called as long as

some fields exist in a chunk for which an answer
has not been provided yet. It is called by the Chunk
Filler.

Follow-up Question Generator: It is instructed
to generate another question in case a certain field
of a chunk can not be filled based on the provided
answer. It is called by the Answer Parser.

Repeated Question Generator: It is instructed
to generate another question in case the provided
answer is marked as not satisfactory. Using the
previous turns in the dialogue and the current fields
in a chunk and generates another question. It is
called by the Answer Parser.

Information Extractor: It is instructed to match
the fields of interest for which a question has been
generated, to the provided answer. It returns key-
value pairs where keys correspond to form fields
and values are snippets from text that are related to
them. It is called by the Answer Parser.

Form Filler: It takes the extracted information,
the generated question, and fills out the field in the
form for which an answer has been provided. The
output is returned back to the Chunk Filler.

Answer Validator: It is instructed to check if
a certain field has been filled correctly regarding
the answer provided for it. Certain fields can be
marked as empty if the provided answer does not
match the summary of the field. It returns the vali-
dated fields back to the Chunk Filler.

All outputs generated by any module are done
in JSON format. The full prompts for each of them
are available in in Figure 4 and 5.

4 Experimental Setup

In this section, we provide details about forms that
are used for the experiments, compared baseline
dialogue system and LLMs used as the basis for
realizing the modular dialogue setup.

4.1 Forms

All experiments are based on using existing forms
that were chosen from four different topics. Each
selected form already existed and publicly acces-
sible. The choice of forms is based on one hand
to include variety in terms of terminology used in
different domains, and on the other hand to include
forms with varying number of fields (between 14-
52). Additionally, the forms include different types
of field such single choice, multiple choice, free
form and set of predefined data types such as date
and number. We chose the following forms:
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• SS5 Form - Application for a Social Security
Card: it includes 39 fields focusing on the
applicant’s personal information and history
with social security. It includes single-choice,
multiple-choice, date, number, and free-form
text fields.

• EPA Form - Report Environmental Violations:
it includes 16 fields where most are optional.

• MED Form - Confidential Medical History:
it includes 52 fields where many fields corre-
spond to the medical domain. It was chosen
to check whether such domain-specific forms
can be handled the same way as others.

• INV Form - Invention Disclosure: it includes
14 fields with multiple-choice, single-choice,
and free-form text fields.

The full forms with their fields are provided in
Appendix 9.

4.2 Evaluation Metrics
We use the following quantitative metrics to assess
whether the form-filling task has been completed
and to what degree. We defined the following three
metrics:

Task-success: a weighted sum of correctly filled
required and optional fields. It measures whether
the evaluated setups miss to fill out any field in
forms. It can be calculated as follows:

Success =
Rreq + w ∗Ropt

1 + w
(1)

where Rreq is the ratio of required fields that are
filled correctly, Ropt is the ratio of optional fields
that are filled correctly, and w is a parameter that
assigns how impactful the ratio of optional fields is.
It is set to 0.2, which means that most of the weight
is assigned to getting the required fields correctly
filled and certain reward is also assigned for filling
optional fields.

Task-efficiency: it is computed based on the
number of interactions required to complete a cer-
tain form. The form filling is assumed to be per-
formed efficiently when the interactions are less
than the number of fields in a form and repetition
of some questions does not occur. The idea behind
having less number of interactions than available
fields is that to enable filling multiple fields in a
single turn. It can be achieved by the question
grouping module that groups similar fields together,

also called as chunks. For instance, the questions
related to someone’s birth date, place and location
can be asked in a single turn instead of three turns.
It is computed as follows:

Efficiency =
1

max(1, 2TL ) + Rep
L

(2)

where T is the number of turns, L is the num-
ber of fields in a form, and Rep is the number of
repetitions that have occurred during form filling.

Score: Finally, we combine these two metrics to
get a value that is the harmonic mean of efficiency
and success. It allows ranking of evaluated models
with a single metric that combines both task success
and efficiency.

Score =
2

1
Success + 1

Efficiency

(3)

4.3 Evaluated Models
We selected models based on the availability of
larger models from open-source community and
included one model from commercial side as well.
We used the following models that have been eval-
uated for each chosen form:

• gpt-3.5-turbo is a commercial model from
OpenAI2.

• sheep-duck-llama-2 an open-weight model
available on HuggingFace. It is a fine-
tuned version of Llama2 70B (Touvron et al.,
2023) 3.

• Openbuddy-llama2-70b: it is another open-
weight model that is fine-tuned version of
Llama2 70B 4.

4.4 User Simulation
To provide various answers based on certain user
profiles, we simulated user answers by prompting
LLM (Zhang et al., 2018; Lin et al., 2022). The
answer to each given question was generated based
on the selected user profile. Here is the list of used
profile descriptions: a banker living in Downtown
New York, a fisherman living on the west coast of
the USA, a politician and lawmaker, an actress

2https://openai.com/blog/chatgpt
3https://huggingface.co/Riiid/

sheep-duck-llama-2
4https://huggingface.co/OpenBuddy/

openbuddy-llama2-70b-v13.2

40

https://openai.com/blog/chatgpt
https://huggingface.co/Riiid/sheep-duck-llama-2
https://huggingface.co/Riiid/sheep-duck-llama-2
https://huggingface.co/OpenBuddy/openbuddy-llama2-70b-v13.2
https://huggingface.co/OpenBuddy/openbuddy-llama2-70b-v13.2


Model Form Task-success Task-efficiency Score
gpt-3.5-turbo SS5 × × ×

EPA 0.83 0.72 0.77
MED × × ×
INV 0.83 1.00 0.91

sheep_duck_llama2 SS5 × × ×
EPA × × ×
MED × × ×
INV 0.38 1.00 0.55

OpenBuddy-70B SS5 × × ×
EPA × × ×
MED × × ×
INV × × ×

Table 1: Results of runs in the baseline setup. Models were tested 5 times. × indicates the metrics cannot be
calculated since the run resulted in failed instruction following for the form filling.

Model Form Task-success Task-efficiency Score
gpt-3.5-turbo SS5 0.84 0.99 0.91

EPA 0.91 0.56 0.69
MED 0.93 0.60 0.73
INV 1.00 0.92 0.96

sheep_duck_llama2 SS5 0.46 0.88 0.60
EPA 0.80 0.95 0.87
MED 0.87 0.99 0.93
INV 0.95 0.83 0.86

OpenBuddy-70B SS5 0.83 0.97 0.89
EPA 0.96 0.46 0.62
MED 0.94 0.98 0.96
INV 0.91 1.00 0.95

Table 2: Results of runs in the modular setup. Models were tested 10 times. The best Score value for each form is
highlighted in bold.

who moved from France to Los Angeles, a beetroot
farmer with German roots and an office job, an
olympic swimmer, a brain surgeon, a female soc-
cer player, a social media influencer, a university
student.

The user profiles for each run during the ex-
periments are chosen randomly. The respective
prompts for the generation of user answers using
the selected profile is given below.

Imagine you are [Insert 1] and you are
filling out a form referring to
[Insert 3].

Come up with a generic yet plausible
answer to the question. Provide your
answer in the following format:
{"answer": ""}

QUESTION:
[Insert 2]

4.5 Baseline Setup

We selected the following as a baseline to compare
against the proposed modular setup. The baseline
system works by taking alternating turns. In the
first turn, the module uses the form in order to
generate a question to ask the user. In the next turn,
the answer to the question generated in the last
turn is used to fill out the form’s fields. After each
step of filling out the form, it can stop the process
and return it to its current state. Since the first
module takes the entire form into context, it quickly
runs into limitations regarding its input the context
limits. Due to this constraint, some longer forms
(for example, the MED form) cannot be run on all
models in this arrangement. To combat context
size limitations, fields that have been filled out are
removed from the form to fit the remaining fields
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into the context window. The prompt templates for
both turns are given in Figure 3.

5 Results

Baseline Setup: The results for the evaluated mod-
els are available in Table 1. Many runs on the
selected forms stopped the dialogue system since
instructions were not followed. Thus, many rows
in the table do not include corresponding values
for the metrics. The results indicate that only gpt-
3.5-turbo is able to complete EPA and INV forms
using the baseline setup. Sheep-duck-llama2 is able
to complete the INV form while OpenBuddy-70B
cannot follow instructions for all four forms. These
findings indicate that the form-filling using the se-
lected two sub-modules is not adequate for the task
of form-filling in a dialogue setup.

Modular Setup: The results for are available
in Table 2. Compared to the baseline setup, all
three models are able to process the forms without
any interruptions caused by instructions not being
followed. All models achieved high task-success
except for the sheep-duck-llama2 on the SS5 form.
It indicates that the division into sub-tasks is better
for instruction following since each module is re-
sponsible for the limited context of the form. Thus
not running into the issue of exceeding the context
token limit size. The dialogue transcripts of the
gpt-3.5-turbo for SS5 and MED forms are available
in Figure 10 and the transcripts for the INV and
EPA forms in Figure 11.

Commercial vs. Open-weight Models: The
average of results across all forms and metrics is
given in Figure 2a. gpt-3.5-turbo achieves the best
performance in task-success while openbuddy-70B
being the second-best with very close outcome. In
terms of task-efficiency, sheep-duck-llama2 is the
best in this category, while the other two models
struggled with the EPA form the most. Overall, we
can observe that open-weight models are compara-
ble in many ways to the selected commercial model
(gpt-3.5) for the selected task.

Shorter Dialogues: Figure 2b shows the aver-
age number of fields in the selected forms and the
number of turns it took for each model. It can be
seen that the models need fewer turns in a dialogue
than the total number of fields in the forms. It can
be explained by the fact that certain fields in the
form are merged into a single question. For in-
stance, the scores of the models for the INV form
are higher than other forms (0.96, 0.86, 0.95 for

gpt-3.5, sheep-duck-llama2, Openbuddy, respec-
tively). The form includes 14 fields, but on average,
all models take only eight turns to achieve reason-
ably high performance. Similar observations can
be seen for the MED and SS5 forms. The number
of turns for the EPA form indicates that the mod-
els need at least the same number of turns as the
available fields or even longer in some cases.

Based on these outcomes from the experiments,
we can conclude that form filling can be uti-
lized as a task to compare dialogue systems
built on LLMs (commercial or open-access) for
their instruction-following abilities (Chalamalasetti
et al., 2023; Qiao et al., 2023; Wu et al., 2023),
modular setup yields better performance across
all metrics when compared with the baseline setup.

6 Conclusion

In this paper, we presented a study of evaluating
dialogue systems built on top of LLMs with the
task of form filling. The dialogue system is built
by defining a prompt text that includes instructions
on handling the given input. Specifically, we focus
on building such a dialogue system on LLMs by
defining multiple sub-modules that are assigned
a specific role to solve. Our modular setup has
been tested on the selected four forms from various
topics and lengths by employing commercial and
open-access LLMs. Our experimental results sug-
gest that the modular setup outperforms the base-
line. Another important finding is that open-access
models are on par with the commercial model for
the selected task. In future work, we plan to extend
the modular dialogue system into multiple similar
tasks, compare more commercial and open-access
models, and perform the study that involves users
filling out the forms to compare against the pro-
posed method.
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7 Module Prompts

The prompt templates for the baseline setup are
given in Figure 3. The prompt templates for the
modules are given in Figure 4 and 5.

8 Dialogue Transcripts

The dialogue transcripts of the gpt-3.5-turbo for all
forms are available in Figure 10 and 11.

9 Forms

All four chose forms with their fields are given in
Figure 6, 7, 8, and 9 for SS5 - Application for
a Social Security Form 5, EPA – Report Environ-
mental Violations 6, MED - Confidential Medical
History 7, and INV - Invention Disclosure 8, respec-
tively.

5https://www.ssa.gov/forms/ss-5.pdf
6https://echo.epa.gov/

report-environmental-violations
7https://www.england.nhs.uk/south/

wp-content/uploads/sites/6/2019/11/
gwh-medical-history-forms.pdf

8https://researchprotections.
appstate.edu/sites/researchprotections.
appstate.edu/files/interactive%20ip_
asu_invention%20and%20discovery%
20disclosure%20form.pdf

TEMPLATE 7.0.1

Question Generator

Please generate a question. The
answer to the question will be used
to fill out fields of the given FORM.
Try to ask about multiple fields in a
single question if they are related.
Give all possible Options if they are
limited by the FORM. Only fields with
an "answer" attribute can be filled
out. Your output should be in the
following format: "question": ""

FORM: [Insert 1]

Form Filler

Given the following ANSWER, you can
do one of the following actions:
1. follow_up: Ask another question
to get more information. 2.
fill_form: use the answer to fill
out fields in the form. 3. stop:
stops the filling of the form. Only
call this once all required fields
have been filled.
Choose the appropriate option and
output your choice in the following
format: "next action": "".

ANSWER: [Insert 1]

Figure 3: Prompt templates used for baseline setup.
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TEMPLATE 7.0.2

Dialogue Manager

You are managing the filling of a form
by deciding what action needs to be
taken. The progress can be seen in the
CURRENT STATE. You can choose from the
following options:

1. form_chunks: call this at the
very beginning to split the form into
workable chunks.
2. fill_chunk: work on a chunk of the
form and fill out its fields. specify
an empty chunk to work on.
3. stop: Stops the process. Call
this once all chunks have been
validated.

Specify what next action should be.
Your output needs to have the following
format: "next action": "", "chunk to
work on": null

CURRENT STATE: [State]

Chunk Filler

You are managing the filling of a form.
Based on the CURRENT STATE, decide
which of the following actions should
be taken:

1. "question_generation": Ask a
question in order to fill out empty
fields.
2. "fill_validation": validate fields
that have been answered.
3. "stop": stops the filling of this
form, call this once all fields are
validated.

The CURRENT STATE gives you information
about every field in the form.
Fields can be "empty", "answered" or
"validated". Only return the filled
out RETURN FORM and nothing else. The
output needs to have the format of the
RETURN FORM.

RETURN FORM: "next action": ""

CURRENT STATE: [State]

TEMPLATE 7.0.3

Answer Parser

The given DIALOGUE has the goal to
fill out the given FORM. You need to
decide what Option should be taken
next. Your options for next actions
are:
1. "information_extraction":
Choose this action if the given
answer contains all the necessary
information.
2. "follow_up_question": Choose
this if the given answer is invalid
or only covers part of the necessary
information.
3. "repeat_question": Choose this
if the User asked for clarification
or did not answer the question at
all.

Give your output in the following
format: "next action": ""

DIALOGUE: [Insert 1]

INFORMATION TO EXTRACT: [Insert
3]

FORM: [Insert 2]

Question Extractor

You are given a section from a form
in JSON format and are asked to
summarize it into a single sentence.
The section might contain multiple
fields, all of which need to be part
of the summary sentence. Be sure to
mention if the field in the section
relies on another field.
Your output should follow the
following format: "summary": ""
GIVEN SECTION: [Insert]

Question Grouping

You are given a number of summaries
which need to be grouped by their
semantic commonalities. The
summaries are given in the following
format "name": "summary". Each
summary needs to be grouped and
each group contains at most 5
summaries. Choose group names based
on the semantic commonalities of
the summaries. The output has the
following format:

"first group name": list of summary
names in that group e.g. ["name of
summary 3", "name of summary 2"],
"second group name": list of its
members e.g. ["name of summary 5"].
Only output the groups with their
members without any explanation or
additional information.

SUMMARIES: [Insert]

Figure 4: Prompt templates used for interactive and two task-performing modules
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TEMPLATE 7.0.4

Grouping Validator

Given a number of summaries and a
grouping of these summaries based
on semantic commonalities, decide
if there is a better grouping of the
given summaries. If the given grouping
is already the best grouping of the
summaries, return the given grouping
and nothing else. If there is a better
way to group the summaries return the
changed grouping in the same format
as the original one, and nothing else,
instead. Some guidelines: Each group
can contain up to 5 summaries, each
question needs to be grouped, group
names need to be based on a common
aspect of the summaries. Be sure to
follow these guidelines and do not
explain your answer.
SUMMARIES: [Insert 1]
GROUPING: [Insert 2]

Question Generator

Please generate a question. The answer
to the question will be used to fill
out empty fields of the given FORM.
Try to ask about multiple fields in a
single question if they are related.
Give all possible Options if they are
limited by the FORM. Only fields with
an "answer" attribute can be filled
out. Only ask for fields where the
answer has not been given. An empty
string as an answer to a field that
is not required means that this field
is to be left empty. Also specify
which fields the question is targeted
towards by listing the field names.
Your output must have the following
format: "question": "", "fields": []
FORM: [Insert 1]

Follow-up Question Generator

You are given a short dialogue and
information which needs to be asked for.
You are also given the form section,
which the dialogue is based on. It
was determined that the form can not
be filled out based on the dialogue.
Generate a new question in which you
state what is considered a valid answer.
Your output should be in the following
format: "question": ""
DAILOGUE: [Insert 1]
INFORMATION TO EXTRACT: [Insert 2]
FORM SECTION: [Insert 3]

TEMPLATE 7.0.5

Repeated Question Generator

You are given a short dialogue
and the last answer did not match
what was expected. You are also
given the form section, which the
dialogue is based on. Your task
is to write a new question that
asks for the same information but
also specifies what was wrong with
the previous answer and nudges the
User towards giving a better answer.
Only return the filled out return
form and nothing else.
RETURN FORM: "new question": ""
DIALOGUE: [Insert 1]
INFORMATION TO BE EXTRACTED: [Insert
2]
FORM SECTION: [Insert 3]

Information Extractor

You are given a short DIALOGUE.
Extract information as facts about
the topic discussed in the given
DIALOGUE. The information needs
to be stored as key, value pairs
of strings of text and no other
forms of data structures. Your
output should have the following
format: "key": "value", ... for
example an acceptable output would
be "day of the week": "monday",
"car": "corvette"
DIALOGUE: [Insert 2]

Form Filler

You are given information and a
section of a form in json format.
You are also given the fields on
which to work. If an optional field
is to be left empty, write an empty
string as the answer. Return the
entire form section after filling
out fields that have been answered.
FORM SECTION: [Insert 1]
INFORMATION: [Insert 2]
FIELDS TO WORK ON: [Insert 3]

Answer Validator

You are given a FORM SECTION and
some INFORMATION. Please make sure
that the FORM SECTION has been
filled out correctly, based on the
given INFORMATION. Make any changes
nessecary to the FORM SECTION (if
any) and return the entire FORM
SECTION including your adjustments.
FORM SECTION: [Insert 1]
INFORMATION: [Insert 2]

Figure 5: Prompt templates used for task-performing modules
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Social Security SS-5 Form 
 

 

1. Name  
1.1. Name to be shown on card. 

1.1.1.  First Name (text, required) 
1.1.2.  Full middle name (text, optional) 
1.1.3.  Last Name (text, required) 

1.2. Full name at birth 

Info 

These fields need to be filled out if the full name at birth is different than the Name on the Card 

1.2.1.  First Name (text, required) 
1.2.2.  Full middle name (text, optional) 
1.2.3.  Last Name (text, required) 

2. Social security number previously assigned to the person listed in item 1 (text, required) 
3. Place of birth 

3.1. City (text, required) 
3.2. State or foreign country (text, required) 

4. Date of birth (text, required) 
5. Citizenship (single-choice, required) 

Options 
U.S. Citizen, Legal Alien Allowed to work, Legal Alien not allowed to work, other 

6. Ethnicity – Are you Hispanic or Latino? (single-choice, optional) 

Options 
Yes, No 

7. Race (multi-choice, required) 
Options 

Native Hawaiian, Alaska Native, Asian, American Indian, Black/African American, Other Pacific 
Islander, White 

8. Sex (single-choice, required) 
Options 

Male, Female 

9. Mother 

9.1.  Mother’s Name at birth 

9.1.1. First name (text, required) 
9.1.2. Full middle name (text, optional) 
9.1.3. Last name (text, required) 

9.2.  Mother’s social security number (text, optional) 
10. Father 

10.1.  Father’s name at birth 

10.1.1. First name (text, required) 
10.1.2. Full middle name (text, optional) 
10.1.3. Last name (text, required) 

10.2.  Father’s social security number (text, optional) 
11. Has the person listed in item 1 or anyone acting on his/her behalf ever filed for or received a 

social security number card before? (single-choice, required) 

Info 

If yes, answer 12-13 else skip to 14. 

Figure 6: SS5 - Application for a Social Security Form

47



Environmental Violation Report Form 
 

1. Suspected Violator's Name (text, required) 
2. Suspected Violation Location (text, required) 
3. Suspected Violation City (text, required) 
4. Suspected Violation State (text, required) 
5. Suspected Violation ZIP Code (text, required) 
6. Responsible Party (single-choice, required) 

Options 
Individual, Company, Government/Military, Unknown 

7. Is the suspected Violation still occurring? (single-choice, required) 

Options 
Yes, No 

8. Date of incident (text, required) 

Info 

Enter Date in DD.MM.YYYY format. 

9. Is this an emergency? (single-choice, required) 

Options 
Yes, No 

10. Intention (single-choice, required) 

Options 
Accidental, Intentional, Unknown 

11. Violation Method (single-choice, required) 

Options 
Release, Dump/Buried, Spill, Spray, Fill, Falsified 

12. Affected Subject(s) (single-choice, required) 

Options 
Land, Water, Air, Worker, Documents 

13. Violation Description (text, required) 

Info 

Include a detailed description of the violation. For example, gas drilling, drum dumping etc. If 
necessary, include specific directions. 

 

14. Reporter Contact Information 

Info 

You are not required to provide your contact information, but the EPA might want to reach out to you 
for additional information. 

14.1. Your Name (text, optional) 
14.2. Your Email (text, optional) 
14.3. Your Phone Number (text, optional) 

Figure 7: EPA – Report Environmental Violations Form
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Medical Form 
 

1. Your Name 

1.1. Title (text, optional) 
1.2. Surname (text, required) 
1.3. First Name (text, required) 

2. Your date of birth (text, required) 
3. Your Sex (single-choice, required) 

Options 
Male, Female 

4. Your Adress (text, required) 
5. Your Postcode (text, required) 
6. Your Occupation (text, required) 
7. Your home telephone number (text, optional) 
8. Your mobile number (text, required) 
9. Your emergency contact 

9.1. Name (text, required) 
9.2. Phone Number (text, required) 
9.3. Relationship to you (text, required) 

10. Your best interest contact 
10.1. Name (text, required) 
10.2. Phone number (text, required) 
10.3. Relationship to you (text, required) 

11. Your Doctor’s details 

11.1. Doctor’s name (text, required) 
11.2. Doctor's Phone number (text, required) 
11.3. Doctor's Address (text, required) 
11.4. Doctor's Postcode (text, required) 

12. Do you weigh (single-choice, required) 
Options 

Less than 21 stone (133kg), Between 21 & 35 stone (133-222kg), more than 35 stone (222kg) 
13. Do you have (multi-choice, required) 

Options 
Hearing Loss?, Sight Loss?, Mobility Problems?, None of the above 

14. How many units of alcohol do you drink per week? (text, required) 

Info 

A unit is half a pint of lager, a single measure of spirits or a small glass of wine. 

15. Do you smoke tobacco products? (yes/no, required) 
16. If you smoke tobacco products, how many daily? (text, optional) 
17. If you don't smoke tobacco products, have you smoked in the past? (yes/no, optional) 
18. Do you chew tobacco, pan or use gutkha? (yes/no, required) 
19. If you do not chew tobacco, pan or use gutkha, have you done so in the past? (yes/no, 

optional) 
20. Are you currently Receiving treatment from a doctor, hospital or clinic? (yes/no, required) 
21. Are you currently Taking any prescribed medicines? (yes/no, required) 

Info 

This includes tablets, inhalers, injections, contraceptives and ointments. 

Figure 8: MED - Confidential Medical History Form
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Invention Disclosure Form 
 

 

1. What is the Title of the Invention? (text, required) 
2. What category does the invention fall into? (single-choice, required) 

Options 
Nano-Technology, Computational and Efficiency Enhancers, Biotechnology and Agro-medicine, 

Health Care/Medical Devices, Software, Manufacturing/Process Enhancers, other 

Info 

if you choose other, please answer the following question. 

3. What category would you assign to the invention? (text, optional) 
4. Choose all categories that apply to this invention. (multi-choice, required) 

Options 
New Process, New Device, New Product, New User of an existing Process/Product, New Composition 

of Matter, Improvement to an existing Process/Product 

5. When was this invention conceived? (text, required) 
6. Describe how this invention came to be. (text, required) 
7. Have working prototypes, product apparatus or compositions, etc. been made and 

tested? (single-choice, required) 

Options 
Yes, No 

8. Give a detailed description of the Invention. (text, required) 
9. Describe the particular problem the invention seeks to solve. (text, required) 
10. What existing technologies or products solve or attempt to solve the same or similar 

problems? (text, required) 
11. What advantage(s) does this invention provide over existing technologies or products? 

(text, required) 
12. What novel and/or unusual features distinguish this invention from existing technologies 

or products? (text, required) 
13. What are possible uses for the invention? (text, required) 

Info 

List all possible commercial applications of the invention. In addition to immediate applications, are 
there other uses that might be realized in the future (i.e., other contemplated forms of the invention or 

alternate aspects/uses)? 

14. What research plans do you have for further development of the invention? (text, 
required) 

Info 

Are plans in progress? Scheduled? Are plans dependent upon commercial or federal sponsorship? 

 

Figure 9: INV - Invention Disclosure Form
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CURRENT STATE: {"fields": {"1": "answered", "2": "empty", 

"3": "empty", "4": "empty", "5": "empty"}

Chunk Filler:

{"next action": "question_generation"}

Question Generator:

{"question": "What is the social security number 

previously assigned to the person listed in item 1?", 

"fields": ["2"]}

FORM: {"2": {"Social security number previously assigned 

to the person listed in item 1": {"type": "number", 

"required": true, "answer": null, "info": "The social 

security number of the person specified in 1. Needs to be 

9 digits long."}}, "3": {"Place of Birth": […]}}

QUESTION: {"question": "What is the social security 

number previously assigned to the person listed in item 

1?", "fields": ["2"]}

User:

{"answer": "I'm sorry, but as a social media influencer, I 

am unable to provide the social security number of the 

person listed in item 1. It is important to protect personal 

information and keep it confidential. Please refer to the 

individual's personal records or contact the appropriate 

authorities for this information."}

DIALOGUE: [{"Assistant": "What […] in item 1?"}, {"User": 

"I'm sorry, but as […]"}]  FORM: {"2": {"Social security 

number previously assigned to the person listed in item 

1": {"type": "number", "required": true, "answer": null, 

"info": "The social security number of the person specified 

in 1. Needs to be 9 digits long}}

Answer Parser:

{"next action": "follow_up_question"}

DIALOGUE: […] INFORMATION TO EXTRACT: ["2"] FORM: 

{"2": {"Social security number […]}}

Follow-up Question Generator:

{"question": "What is the social security number 

previously assigned to the person listed in item 1? Please 

provide a 9-digit number as the answer."}

QUESTION: {"question": "What is the social security 

number previously assigned to the person listed in item 1? 

Please provide a 9-digit number as the answer."}

User:

{"answer": "123-45-6789"}

DIALOGUE: [{"Assistant": "What is the social […] for this 

information."}, {"Assistant": "What is the social security 

number previously assigned to the person listed in item 1? 

Please provide a 9-digit number as the answer."}, {"User": 

"123-45-6789"}] INFORMATION TO EXTRACT: ["2"] 

FORM:[…]

(a) SS5 Form

CURRENT STATE: {"chunks": {}, "last action": []}

Dialogue Manager:

{"next action": "form_chunks", "chunk to work on": null}

GIVEN SECTION: {"Your Name": {"Title": {"type": "text-

field", "required": false, "answer": null}, "Surname": 

{"type": "text-field", "required": true, "answer": null}, 

"First Name": {"type": "text-field", "required": true, 

"answer": null}}}

Question Extractor:

{"summary": "The section requires the user to provide 

their surname and first name, while the title field is 

optional."}

GIVEN SECTION:  {"Your Date of Birth": {"type": "text-

field", "required": true, "answer": null}}

Question Extractor:

{"summary": "The Date of Birth field is required and 

has not been answered."}

[…]

SUMMARIES: {"Your Name": "The section requires the 

user to provide their surname and first name, while the 

title field is optional.", "Your Date of Birth": "The Date of 

Birth field is required and has not been answered.", "Your 

Sex": "The form requires the user to select their sex from 

the options of male or female.",  […]"}

Question Grouping:

{"Personal Information": ["Your Name", "Your Date of 

Birth", "Your Sex"], "Contact Information": ["Your 

Address", "Your Postcode", "Your Telephone Number 

(home)", "Your Mobile Number", "Your emergency 

contact"], "Occupation Information": ["Your Occupation"]}

SUMMARIES:  {"Your Name": "The section requires 

[…]GROUPING:  {"Personal Information": ["Your Name", 

"Your Date of Birth", "Your Sex"], "Contact Information": 

["Your Address", "Your Postcode", "Your Telephone 

Number (home)", "Your Mobile Number", "Your 

emergency contact"], "Occupation Information": ["Your 

Occupation"]}

Grouping Validator:

{"Personal Information": ["Your Name", "Your Date of 

Birth", "Your Sex"], "Contact Information": ["Your 

Address", "Your Postcode", "Your Telephone Number 

(home)", "Your Mobile Number"], "Emergency Contact 

Information": ["Your emergency contact"], "Occupation 

Information": ["Your Occupation"]}

(b) MED Form

Figure 10: Dialogue transcripts of modular setup based on gpt-3.5-turbo on SS5 and MED forms
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CURRENT STATE: {"fields": {"Is the suspected Violation still 

occurring?": "empty"}

Chunk Filler:

{"next action": "question_generation"}

Question Generator:

{"question": "Is the suspected Violation still 

occurring?", "fields": ["Is the suspected Violation still 

occurring?"]}

FORM: {"Is the suspected Violation still occurring?": {"type": 

"checkbox", "required": true, "options": ["yes", "no"], "answer": 

null}}

QUESTION: {"question": "Is the suspected Violation still 

occurring?", "fields": ["Is the suspected Violation still 

occurring?"]}

User:

{"answer": "Yes, the suspected violation is still occurring."}

DIALOGUE: [{"Assistant": "Is the suspected Violation still 

occurring?"}, {"User": "Yes, the suspected violation is still 

occurring."}]  FORM: {"Is the suspected Violation still 

occurring?": {"type": "checkbox", "required": true, "options": 

["yes", "no"], "answer": null}}

Answer Parser:

{"next action": "information_extraction"}

DIALOGUE: [{"Assistant": "Is the suspected Violation still 

occurring?"}, {"User": "Yes, the suspected violation is still 

occurring."}]

Information Extractor:

{"suspected violation": "still occurring"}

FORM SECTION: {"Is the suspected Violation still occurring?": 

{"type": "checkbox", "required": true, "options": ["yes", "no"], 

"answer": null}}  INFORMATION: {"suspected violation": "still 

occurring"}  FIELDS TO WORK ON: ["Is the suspected Violation 

still occurring?"]

Form Filler:

{ "Is the suspected Violation still occurring?": {     

"type": "checkbox",  "required": true, "options": ["yes", 

"no"], "answer": "yes"}}

CURRENT STATE: {"fields": {"Is the suspected Violation still 

occurring?": “answered"}

Chunk Filler:

{"next action": “answer_validation"}

FORM SECTION: {"Is the suspected Violation still occurring?": 

{"type": "checkbox", "required": true, "options": ["yes", "no"], 

"answer": "yes"}}  INFORMATION: {"suspected violation": "still 

occurring"}

Answer Validator:

{"Is the suspected Violation still occurring?": {"type": 

"checkbox", "required": true, "options": ["yes", "no"], 

"answer": "yes"}}

CURRENT STATE: {"fields": {"Is the suspected Violation still 

occurring?": “validated"}

(a) EPA Form

CURRENT STATE: {"chunks": {"Title of the Invention": 

"empty", "Category of the Invention": "empty", 

"Conception of the Invention": "empty", "Prototypes and 

Testing": "empty", "Description of the Invention": 

"empty", "Problem the Invention Seeks to Solve": 

"empty", "Group 1": "empty", "Group 2": "empty"}, "last 

action": ["form_chunks"]}

Dialogue Manager:

{"next action": "fill_chunk", "chunk to work on": "Title of 

the Invention"}

Question Generator:

{"question": "What is the title of the Invention?", "fields": 

["What is the title of the Invention?"]}

CURRENT STATE: {"fields": {"What is the title of the 

Invention?": "empty"}, "last action": [], "last question": 

null}

Chunk Filler:

{"next action": "question_generation"}

FORM: {"What is the title of the Invention?": {"type": 

"text-field", "required": true, "answer": null}}

QUESTION: {"question": "What is the title of the 

Invention?", "fields": ["What is the title of the 

Invention?"]}

User:

{"answer": "The WaveTracker”}

DIALOGUE: [{"Assistant": "What is the title of the 

Invention?"}, {"User": "The WaveTracker"}]  INFORMATION 

TO EXTRACT: ["What is the title of the Invention?"]  FORM: 

{"What is the title of the Invention?": {"type": "text-field", 

"required": true, "answer": null}}

Answer Parser:

{"next action": "information_extraction"}

DIALOGUE: [{"Assistant": "What is the title of the 

Invention?"}, {"User": "The WaveTracker"}]

Information Extractor:

{"title of the Invention": "The WaveTracker"}

FORM SECTION: {"What is the title of the Invention?": 

{"type": "text-field", "required": true, "answer": null}}  

INFORMATION: {"title of the Invention": "The 

WaveTracker"}  FIELDS TO WORK ON: ["What is the title of 

the Invention?"]

Form Filler:

{"What is the title of the Invention?": { "type": "text-field",     

"required": true,"answer": "The WaveTracker"}}

CURRENT STATE: {"fields": {"What is the title of the 

Invention?": "answered"}, "last action": 

["question_generation"], "last question": "What is the title 

of the Invention?"}

(b) INV Form

Figure 11: Dialogue transcripts of the modular setup based on gpt-3.5-turbo on EPA and INV forms
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Abstract

An effective multi-turn instruction-following
assistant can be developed by creating a simula-
tor that can generate useful interaction data.
Apart from relying on its intrinsic weights,
an ideal user simulator should also be able
to bootstrap external knowledge rapidly in its
raw form to simulate the multifarious diver-
sity of text available over the internet. Previ-
ous user simulators generally lacked diversity,
were mostly closed domain, and necessitated
rigid schema making them inefficient to rapidly
scale to incorporate external knowledge. In this
regard, we introduce Kaucus, a Knowledge-
Augmented User Simulator framework, to out-
line a process of creating diverse user simula-
tors, that can seamlessly exploit external knowl-
edge as well as benefit downstream assistant
model training. Through two GPT-J based sim-
ulators viz., a Retrieval Augmented Simula-
tor and a Summary Controlled Simulator
we generate diverse simulator-assistant interac-
tions. Through reward and preference model-
based evaluations, we find that these interac-
tions serve as useful training data and create
more helpful downstream assistants. We also
find that incorporating knowledge through re-
trieval augmentation or summary control helps
create better assistants.

1 Introduction

Significant advancements in Large Language Mod-
els (LLMs) have made them exceptionally adept
in conversational applications like virtual assis-
tants (Touvron et al., 2023; FitzGerald et al., 2022;
OpenAI, 2023; Team et al., 2023). This proficiency
is largely attributed to the notably parallelizable
transformer architecture (Vaswani et al., 2017) en-
abling these models to utilize extensive pre-training
datasets effectively (Raffel et al., 2019; Computer,
2023). To create effective assistants, LLMs are
then further enhanced by learning from human
interactions including popular paradigms such as

RLHF (Böhm et al., 2019; Ziegler et al., 2019;
Ouyang et al., 2022a). Such conversational human
alignment of assistants requires large amounts of
interactive dialog data, both for training as well as
testing.

However, interactive data collection is a manual
and slow process, particularly (a) for covering a
wide range of user behaviors as well as (b) for
diverse adversarial and behavior testing.

These challenges can be mitigated by simulating
user behaviors by automating the generation of in-
teractive data, reducing both time and cost, while
maintaining control over the interactions. Simu-
lated interactions can be executed at a much faster
pace than manual collection efforts, limited only
by the speed of inference.

Yet, current user simulators lack diversity, are
mostly closed domain, and require rigid schema for
control or conversation grounding. The necessity
of intermediate schema in the form of a knowledge
base (Kim et al., 2023) or handcrafted rules (like
user persona or specific behaviors) while being
excellent drivers to ground conversations, make
it hard to develop scalable simulators – that can
utilize natural text freely available on the internet
and rapidly create corresponding assistant mod-
els. A simulator should be able to exploit external
knowledge rapidly and also be controllable with-
out a rigid schema. We argue that such a knowl-
edge simulator can be helpful in two ways – It can
seamlessly convert free-form text to useful training
data without user intervention as well as provide
a natural control to direct simulators for specific
behaviors (Mille et al., 2021; Cheng et al., 2023).

Hence, in this work, we propose Kaucus,
a Knowledge Augmented Simulator Framework1.
Through this framework, we demonstrate the usage
of external sources of knowledge – viz. Retrieval
Augmentation and Summary Control – for creating

1pronounced like Caucus derived from Algonquian cau’-
cau’-as’u meaning ‘adviser’

53



Collect and Augment

Demonstration Data

Collect

Human-Machine

Demonstration

Data

Use External

Knowledge to

Augment the Data

Generate

Demonstration

Summaries From

External

Summariser

Create a Simulator and Generate

Interaction Data

Use the Collected

Demonstration Data

to Train a Simulator

Use free flowing text

to interact with a

partner assistant

model and create

simulated

interactions

Train an Assistant and evaluate

using a reward model

Use the Interactions

to Train a

Downstream

Assistant

Generate

Interactions by

talking to any

simulator

Use a reward

model trained

on Human

Preferences to

Evaluate

Figure 1: The complete three step framework of Kaucus – creating, utilizing and evaluating a user simulator.

user simulators that can incorporate free-flowing
text and result in better assistant training.

The paper is organized as follows: In Section 2,
we first discuss existing work related to user sim-
ulators. In Section 3, we define simulators and
introduce Kaucus, through two knowledge simu-
lators. We further describe the efficacy of each
through training and evaluating downstream as-
sistant models. Our retrieval augmented simula-
tor, SRAG shows how retrieving relevant passages
with a simple BM25 retriever can be used to im-
prove intrinsic metrics as well as provide useful
training data to train helpful assistants. We also
introduce the summary-controlled setting, SCTRL
to build scalable simulators to exploit freely avail-
able text and further measure their performance
with and without retrieval.

2 Related Work

User simulators have been studied in various set-
tings. Aher et al. (2023) create four simulators that
elicit behavior to judge an assistant’s fairness, ratio-
nality, grammaticality, and general knowledge, and
then measure them qualitatively. Their simulators
are models with different prompt templates. Train-
ing multi-agent interactions has been a popular
choice in reinforcement learning. Horton (2023);
Argyle et al. (2023) create simulations for eco-
nomic purposes by endowing GPT3 (Brown et al.,

2020) with demographic characteristics and then
get responses in various scenarios that match what
is seen empirically. Irving et al. (2018) in AI safety
has proposed using self-play and self-debate to
train AI agents to pursue human goals and prefer-
ences. Two tasks in the collaborative benchmark,
BIG-Bench (Srivastava et al., 2023) evaluate the
model’s ability for self-evaluation by simulating
specific human professions. They make the models
to act as lawyers, tutors2, judges3, students, etc.
and then have separate model instances to evaluate
the conversation. Each of the roles is invoked by
user-specific prompts like “You are a lawyer” and
a subsequent model-based evaluation is performed
by prompting to seek numerical ratings.

Kreyssig et al. (2018)’s Neural User Simula-
tions involve training encoder-decoder RNNs on
dialogues between real users and a spoken dialogue
system (SDS) in a restaurant domain and then us-
ing the trained simulator to train the policy of a
reinforcement learning based SDS. They further
use Schatzmann et al. (2005)’s cross-model evalua-
tion to compare user simulators by training differ-
ent policies with each simulator and testing it with
other simulators. Gur et al. (2018) encode dialog
history and a goal to generate user responses for
task-oriented dialog. Kraus et al. (2023a); Li et al.

2BIG-Bench Self Evaluation Tutoring
3BIG-Bench Self Evaluation Courtroom
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(2022b) prompt LLMs with task-oriented dialog
data, such as goals, and perform intrinsic evaluation
over the generated data to show the effectiveness of
their approaches. Kim et al. (2023) generate conver-
sations grounded on common sense by prompting
InstructGPT with knowledge base triples. Their
human evaluations show that oftentimes humans
prefer model outputs against their human-written
counterparts. Liu et al. (2023) leverage multiple
user simulators to train task-oriented dialog sys-
tems. Faltings et al. (2023) utilize user simulators
that offer edits to guide the model towards achiev-
ing a specified target text training them using Imi-
tation Learning.

Other studies augment simulators with emo-
tions (Lin et al., 2023) and trusting be-
haviours (Kraus et al., 2023b). For instance, Lin
et al. (2023) simulate user emotions alongside
user behavior based on the user goal, the dia-
logue history, and persona. Giabbanelli (2023) uti-
lize GPT-based models for scientific simulations
while Schaefer et al. (2023) explore LLMs to simu-
late biological systems.

With the popularity of large language mod-
els deployed in closed-source settings, boot-
strapping training data from them has become
useful. Taori et al. (2023) create downstream
assistant models by training LLama-7B and
13B models (Touvron et al., 2023) on 52K
single-turn instruction following demonstrations
generated through self-instruct (Wang et al.,
2023b) from text-davinci-003 (Brown et al.,
2020). Bian et al. (2023) create a dialog corpus by
extending the same to the multi-turn setting. Dai
et al. (2022) show improved conversation retrieval
by proposing a mechanism to convert Wikipedia
passages to dialog.

On the other hand, retrieval augmentation has
been the focus of many recent efforts (Schick et al.,
2023; Zhang et al., 2023; Wang et al., 2023a; Li
et al., 2022a) as it offers advantages such as up-to-
date information access beyond an LLM’s training
dataset, incorporation of proprietary or domain-
specific data at runtime, and enhanced factuality in
outputs compared to standard LLMs. Studies have
been performed by training RAG systems end-to-
end (Guu et al., 2020; Lewis et al., 2020) as well
as using retrieval in context for various tasks (Ram
et al., 2023; Jiang et al., 2023; Gao et al., 2023;
Dhole and Agichtein, 2024).

3 The Kaucus Framework

In this section, we introduce Kaucus, a 3-stage
framework, and outline the process of creating
knowledge-augmented simulators as shown in Fig-
ure 1. Our approach involves the following steps:

3.1 Data Collection and Augmentation
We start by gathering interaction data – essentially
conversations between a user and a base assistant
LLM, which will be later augmented to enrich the
training process. For instance, the base LLM could
take the form of closed-source instruct models such
as OpenAI’s GPT-4, Claude, or BingChat which
are widely used for work.

3.2 Training a Language Model (LM) as a
Simulator

The next step involves training a Language Model
(LM) to act as a simulator. This LM can then
serve as a conversation generator for data augmen-
tation (Dhole et al., 2023) or be integrated into
a pipeline that relies on conversation interactions,
such as Reinforcement Learning from Human Feed-
back (RLHF) (Ziegler et al., 2019; Ouyang et al.,
2022b). Our work focuses on the former.

3.3 Leveraging the User Simulator
Once the user simulator is trained, there are sev-
eral methods to utilize for improving an assistant
Language Model (LM). Our work resorts to data
augmentation, which will be the focus of our sec-
ond set of experiments. It involves using the user
simulator to generate additional training data to
enhance the assistant LM’s performance.

3.4 Evaluation
To evaluate the effectiveness of the user simulator,
we will employ both intrinsic and extrinsic metrics.
Intrinsic metrics will be measured over the interac-
tions with the simulator, assessing its performance
in generating relevant and coherent responses. On
the other hand, extrinsic metrics will be based on
evaluating a downstream assistant model trained
over these interactions, which will help us gauge
the impact of the user simulator on overall assistant
performance. We will describe the evaluation in
detail in Section 5.

4 Methods and Experiments

We now specifically describe the two types of
knowledge-augmented simulators, viz. Utterance
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Human:```A monopoly is distinguished
from a monopsony, in which there is only
one buyer of a product or service; a
monopoly may also have monopsony control
of a sector of a market.``` Can you write
a short introduction about the relevance of
the term "monopsony" in economics? Please
use examples related to potential
monopsonies in the labour market and cite
relevant research

Assistant: Monopsony refers to a market
structure where there is only one buyer of
a good or service….

Human:```The term may also be used to
describe the restriction of certain access
rights when an employee has changed
roles within the organization. Onboarding
and offboarding procedures must be
documented to ensure compliance with
regulatory requirements.``` What can be
done at a regulatory level to ensure, in a
monopsony, that the power….",

S1

Human: Can you write a short introduction
about the relevance of the term
"monopsony" in economics? Please use
examples related to potential monopsonies
in the labour market and cite relevant
research

Assistant: Monopsony refers to a market
structure where there is only one buyer of
a good or service. In the context of labor
markets, a monopsony occurs when there is
only one employer in a particular
geographic area or industry, giving them
significant power to set wages and working
conditions.……

Human: What can be done at a regulatory
level to ensure, in a monopsony, that the
power over the employees isn't abused?
List a few options and focus on the organs
that should act.

Assistant: Yes, that's correct. Keeping ….

SRAG SCTRL

Summary: "Monopsony" in economics
is a market structure where there is
only one buyer of a good or service.
The power over the employees isn't
abused in a monopsony.

Human: Can you write a short
introduction about the relevance of
the term "monopsony" in economics?
Please …

Assistant: Monopsony refers to a
market structure w…, when there is
only one employer in a particular
geographic area or industry, giving
them significant power to set wages
and working conditions.……

Human: What can be done at a
regulatory level to ensure, in a
monopsony, that the power over the
employees isn't abused? …

…

Figure 2: The format of the conversations used for training S1 (a vanilla simulator), SRAG (retrieved document
shown in green), and SCTRL (summary shown in red).

Grounded Simulators (S1 and SRAG) and Sum-
mary Controlled Simulators (SCTRL).

4.1 Utterance Grounded Simulators
Here we train simulators with human-machine
demonstration data by feeding models the conver-
sation history to create simulators that can be trig-
gered from a starting utterance. We create two sim-
ulators – S1 and SRAG by fine-tuning an unsuper-
vised pre-trained GPJ-6B (Wang and Komatsuzaki,
2021) model. We describe the training process for
both below:

4.1.1 S1
Simulator Trained on Anthropic and Open Assis-
tant Conversations

• Training Data: For training S1, we use
demonstration data available through Open
Assistant’s conversations (Köpf et al., 2023)
and Anthropic’s helpful splits (Bai et al.,
2022).

• Format: The Simulator’s training data con-
sists of (context, human-response) pairs.
For every “Human” utterance in all the conver-
sations, we select all the previous utterances
along with their speaker information and pass
it as an input to the model. The input also
consists of a “Human:” string at the end. The

associated human response is passed as the
output.

4.1.2 SRAG
Retrieval Augmented Simulator Trained on An-
thropic and Open Assistant Conversations with
BM25 Retrieval on MSMarco

Simulators could benefit from the incorporation
of external knowledge which can be helpful to steer
the conversation, improve factuality and most im-
portantly introduce variation. To test our hypoth-
esis, we train the second simulator, SRAG by in-
corporating passages retrieved from an external
retriever.

• Training Data: We augment the interactions
used to train S1 with passage snippets from
the MS-Marco dataset (Nguyen et al., 2016;
Bajaj et al., 2016), which is a large-scale
dataset of 8.8M passages popularly used for
information retrieval and reading comprehen-
sion. Having been generated from real users’
search queries, it provides a vast repository of
documents collected on a plethora of topics
over the web.

• Format: We use (context,
human-response) pairs in the style of
S1 with human turns annotated with retrieved
MSMarco passages. Using the human
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utterance as a query, we execute a BM25
retriever against an MSMarco Passage
Index for every human turn. Each of the
human utterances is then prepended with a
retrieved passage as shown in Figure 2 in
green. We use the MSMarco index provided
by IRDatasets (MacAvaney et al., 2021)
and the BM25 implementation provided by
PyTerrier (Macdonald et al., 2021).

4.2 Summary Controlled Simulators

The previous utterance-grounded setting relies on a
conversational utterance at inference time to initiate
the interaction. While it can be easy to obtain such
conversational utterances using existing conversa-
tional datasets, they can quickly become scarce and
out-of-date. It would be of interest to be able to
scale over vast amounts of free text available over
the web. However, most of the web data exists in
a non-conversational format unsuitable for direct
incorporation in the training process.

SCTRL: In that regard, we introduce the training
of summary controlled simulators that can uti-
lize the conversational summary obtained from an
external conversation summarizer during training.
This can be potentially helpful in two ways – It can
provide a mechanism for the simulator to attempt
to seamlessly convert “free form text” to “interac-
tion data” while also coming up with the “simulator
trigger” by itself reducing our reliance on conversa-
tional corpora. As compared to a fixed schema or
a knowledge base, it can provide a natural control
to guide simulators for specific behaviors via nat-
ural language texts which are generally available
in plenty as compared to their conversational or
interactive counterparts.

• Training Data: To create the training data,
we append a conversational summary gener-
ated from an external conversational summa-
rizer, at the beginning of the conversation. Our
objective is to force the simulator to be able
to learn the association between the initial
non-conversational text and the subsequent
conversation. We choose an existing BART
Summariser (Wolf et al., 2020) fine-tuned on
various dialog and non-dialog summarisation
datasets like DialogSum, AMI and XSUM.

• Format: We prepend the predicted summary
at the start of the conversation as shown in
Figure 2 in red.

We create the two summary-controlled counterparts
of S1 and SRAG as SCTRL and SCTRL-RAG re-
spectively.

SCTRL-RAG Summary Controlled Simulator
Trained on Anthropic and Open Assistant Conver-
sations with MSMarco BM25 Retrieval

We use a GPT-J-6B model RLHF fine-tuned on
demonstration data as our base assistant model and
our simulator. We use deepspeed (Rasley et al.,
2020) to optimize training and train for 10 epochs
on a learning rate of 10−6.

5 Evaluation & Results

5.1 Intrinsic Metrics

We first seek to assess the “diversity” of the gener-
ated interactions. In assessing diversity, we utilize
well-established reference-free lexical metrics viz.
TTR, logTTR, RootTTR, HDD, and MTLD are
based on type-token ratios and are quick to com-
pute. The Measure of Textual Lexical Diversity
(MTLD) is a prevalent and contemporary TTR met-
ric that does not vary as a function of text length
and explains textual information that similar lexical
diversity approaches do not account for (McCarthy
and Jarvis, 2010). It gauges the proportion of dis-
tinct word stems (types) to the overall word count
(tokens). HDD is an alternative metric that captures
additionally unique lexical information (McCarthy
and Jarvis, 2010)4.

We first generate 125 interactions by making
each of the simulators interact with a fixed assis-
tant model. The conversation is initialized with
an existing Anthropic conversation in the case
of S1 and SRAG and five more turns are gener-
ated (referred to as the augmented length). In SC-
TRL and SCTRL-RAG, 5 turns are generated from
scratch from Anthropic’s conversation summary.
We present the results in Table 2. The metrics mea-
sure the lexical diversity only on the utterances
generated via the simulator interaction (and not on
the initial Anthropic conversation history that was
fed to initiate the interaction). Across all metrics,
incorporating a knowledge component, through re-
trieval augmentation (SRAG) or summary control
(SCTRL) improves diversity. Incorporating both
improves diversity across RootTTR and HDD met-
rics.

4Through a separate ancillary study, we also find that sim-
ulators trained on dialog data generate more diverse text as
compared to pre-trained ones according to the above metrics.
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Source Type Generated Interaction Data Assistant
Human – Assistant Trained With Anthropic_8k A0
S1 Without Knowledge Simulated Anthropic_8k A1
SRAG With Retrieval Augmentation Simulated Anthropic_8k + MSMarco A1-RAG
S1-CTRL With Summary Control Simulated Anthropic_8k*10 summaries A1-CTRL
S1-CTRL-RAG Both Simulated Anthropic_8k*10 summaries + MSMarco A1-CTRL-RAG

Table 1: The sources of various simulated data used in Kaucus to train the corresponding assistants

Simulator MTLD Root TTR LogTTR HDD
S1 23.177 2.918 0.818 0.04
SRAG 24.632 3.223 0.82 0.134
SCTRL 25.864 3.437 0.844 0.131
SCTRL-RAG 22.761 2.976 0.766 0.278

Table 2: Lexical diversity metrics on 125 conversations
of each simulator. The top-2 highly diverse simulators
are the knowledge-based ones - SRAG and SCTRL on
all metrics.

5.2 Extrinsic Metrics

Although the aforementioned metrics can assist in
evaluating and comparing various user simulators
as potential data augmenters and generators, it is
crucial to determine if they benefit subsequent as-
sistant models. The RLHF paradigm, by training
reward models, has demonstrated assistants that are
more helpful, honest, and less harmful providing a
promising direction for aligning with human pref-
erences. In this regard, we resort to the family of
reward and preference models to measure how well
assistant models trained using data produced from
various simulators perform.

Training Downstream Assistant Models: For
each simulator trained (S1, SRAG,..), we create a
subsequent assistant model (A1, ARAG, ...) and
use reward modeling to measure the helpfulness of
each of the assistant models. To create training data
for each of the assistant models, we first simulate
interactions between the corresponding simulator
model along a separately held-out assistant model.

For each utterance grounded simulator (S1 and
SRAG), we use 8000 Anthropic conversations
as triggers. Particularly, we utilize the com-
plete Anthropic conversation as the starting his-
tory for both the simulator and the separately
held-out assistant model and allow ten turns (5
pairs) of interactions to be generated. Using
the simulator to generate longer contexts pro-
vides an opportunity to collect a larger number
of (context, assistant-response) pairs for
training the downstream assistant model.

For the retrieval augmented simulator, SRAG,

it is necessary to retrieve passages relevant to the
ongoing conversation. We hence use the previous
assistant response as a query to our MSMarco Pas-
sage Index before generating the simulator turn.
The top-ranked passage via BM25 is then placed at
the end of the input to SRAG.

For generating interactions from SCTRL, we
need free-flowing text as the initial trigger. We gen-
erate 8000 conversations from conversation sum-
maries of the Anthropic dataset. We use additional
9*8K passages from MS-Marco as initial triggers
to act as implicit summaries.

After generating the conversations, we con-
vert them into (context, assistant-response)
pairs and use them as training data for predicting
the assistant response given all the previous utter-
ances. We call the subsequent assistant models A1,
ARAG and ACTRL. The training details of each
assistant model are described in Table 1.

Baseline: We additionally train an assistant
model, A0 using raw 8000 conversations from An-
thropic to act as appropriate baseline.

Test Set: For evaluation, we utilize 200 utter-
ances from the test set of Anthropic’s dataset.

FastChat Evaluation: FastChat (Zheng et al.,
2023) is a platform for evaluating and serving
LLMs. We resort to FastChat evaluation for
prompting GPT-4 (OpenAI, 2023) for a compar-
ative evaluation between two simulators. The pro-
cess involves GPT-4 being input with two conver-
sations, placed one after the other, along with an
instruction to evaluate and generate a numerical
score. We attribute a win, a loss, or a tie depending
on whether the first (assistant model on the left in
all the images) has a value greater, lesser, or equal
to the second (one on the right).

SteamSHP Reward Model Evaluation
SteamSHP-XL (Ethayarajh et al., 2022) is
a preference model fine-tuned on top of an
instruction-tuned model FLAN-T5-XL (Wei
et al.; Longpre et al., 2023) to predict which
response humans will find more helpful, given
some context and two possible responses. On
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being prompted the same context, the reward
model setting compares the probabilities assigned
independently to each model response to infer the
preference label.

SteamSHP Preference Model Evalua-
tion (Ethayarajh et al., 2022) Preference modeling,
like the FastChat Evaluation, compares two model
responses through a single inference pass, which
can be used to compute the probability of the first
one being better than the second.

To avoid any bias occurring through the order
of two conversations, we also calculate the scores
with the simulator order reversed in the prompt.

For each plot, the columns indicate the two as-
sistant models being compared. The colors in blue
for each row indicate when the evaluation system
prefers the left-hand side model as compared to
the right-hand side when compared against A0.

Wins, Losses and Ties on Comparative Evaluation (LHS = Blue)

A1 vs A0

ARAG vs A0

ARAG vs A1

0% 25% 50% 75% 100%

Wins Losses Ties

FastChat Evaluation (Utterance Grounded)

Figure 3: FastChat Evaluation of Assistants created
from Utterance Grounded Simulators (A1 and ARAG)
against baseline assistant (A0)

Effect of Simulator: We first compare A1 (i.e.
the assistant trained on 8k interactions generated
from S1) against A0 (i.e. the one trained without

ACTRL vs A0

ACTRL-RAG vs A0

ACTRL-RAG vs 
ACTRL

0 50 100 150 200

Wins Losses Ties

FastChat Comparisons (Summary Controlled)

Figure 4: FastChat Evaluation of Assistants created
from Summary Controlled Simulators (-CTRL) against
baseline assistant (A0)

A1 vs A0

ARAG vs A0

ARAG vs A1

0% 25% 50% 75% 100%

Wins Losses Ties

SteamSHP Reward Model Comparisons (Utterance 
Grounded)

Figure 5: SteamSHP reward model Evaluation of Assis-
tants created from Utterance Grounded against baseline
assistant (A0)

ACTRL vs A0

ACTRL-RAG vs A0

ACTRL-RAG vs 
ACTRL

0% 25% 50% 75% 100%

Wins Losses Ties

SteamSHP Reward Modelling Comparisons (Summary 
Controlled) 

Figure 6: SteamSHP reward model Evaluation of As-
sistants created from Summary Controlled Simulators
(-CTRL) against baseline assistant (A0)

the help of the simulator). A1 outperforms A0 in
all three evaluations as seen on the first rows of
Figures 3, 5 and 7. The results are more prominent
in SteamSHP’s evaluations. This shows that with
the help of a simulator, we can generate more data
and improve downstream assistant performance.

Effect of Retrieval Augmentation: We then
compare whether an assistant model ARAG,
trained from retrieval augmented data benefits train-
ing. With the retrieval augmented simulator, down-
stream performance across all metrics is improved.
ARAG’s interactions are preferred more often as
compared to A0 as well as A1 as seen in the 2nd
and 3rd rows of Figures 3, 5 and 7.

Effect of Summary Control: The assistants AC-
TRL and ACTRL-RAG trained from the summary-
controlled simulators are more often preferred
across all the evaluations as shown in the first two
rows of Figures 4, 6 and 8. However, the non-
retrieval counterpart ACTRL is more often pre-
ferred as compared to the retrieval counterpart.
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A1 vs A0

ARAG vs A0

ARAG vs A1

0% 25% 50% 75% 100%

Wins Losses

SteamSHP Preference Model Evaluation (Utterance 
Grounded)

Figure 7: SteamSHP Preference model Evaluation of
Assistants created from Utterance Grounded Simulators
against baseline assistant (A0)

ACTRL vs A0

ACTRL-RAG vs A0

ACTRL-RAG vs ACTRL

0% 25% 50% 75% 100%

Wins Losses

SteamSHP Preference Model Evaluation (Summary 
Contolled)

Figure 8: SteamSHP Preference model Evaluation of
Assistants created from Summary Controlled (-CTRL)
against baseline assistant (A0)

6 Conclusion

Simulators provide a way to generate data to cre-
ate downstream assistant models saving human
time and effort. Through our framework Kau-
cus, we further showed that augmenting simulators
by exploiting external knowledge helps generate
diverse interactions and as well as creates more
helpful assistants than vanilla simulators. We de-
scribe two types of knowledge-augmented simu-
lators, a Retrieval Augmented Simulator, SRAG,
and a summary-controlled simulator, SCTRL both
of which consume external knowledge in unique
ways.

Raw text is more prevalent than the conversa-
tional counterparts. Controlling simulators through
conversational summaries or external documents
can be a quick and powerful tool to convert public
text to trainable interaction data and create more
helpful assistants. It provisions the simulator to
generate interactions for novel information outside
the scope of an LLM’s intrinsic parameters. We

hope Kaucus will help encourage the development
of automated techniques to be able to incorporate
the vast amount of text produced rapidly over the in-
ternet and align assistant models better with newer
data as well as be able to control the distribution of
training data without the need for a rigid schema.

Limitations

Retrieval Augmentation helps incorporate diver-
sity as well as benefit downstream models. We
chose to use BM25 as our choice of retriever. How-
ever, there are dense retrievers (Khattab and Za-
haria, 2020) and neural rerankers (Pradeep et al.,
2023) that perform better than BM25 across a range
of information retrieval benchmarks. Our focus
was to show the benefit of incorporating external
knowledge while performing a rigorous set of ex-
periments with the same. Future studies could
specifically study the impact of additional hyper-
parameter tuning by using varied choices of the re-
triever, the retrieving query, choice of summarisers
and also gauge the impact of different domains than
those of the Anthropic and the MSMarco datasets.

Besides, our study does not consider the im-
pact of prolonged training on generated data which
could cause potential problems of model forget-
ting over the long run (Shumailov et al., 2023).
More experiments conducted to gauge long-term
viability would shed better light on the efficacy of
knowledge simulators.

All the evaluations conducted in this paper were
automated – through popular reward or preference
models. Human evaluations can provide better
additional insights. Besides, the current intrinsic
metrics primarily focus on diversity, which, while
important, is only one dimension of dialogue eval-
uation and future work would benefit from other
measures depending on the application.

Ethics Statement

Our study has focused on the benefits of employing
simulators to improve downstream assistant mod-
els. We believe that these simulators can also act as
effective testers of assistants to pre-encounter and
regurgitate harmful or undesirable assistant content
before assistant models are deployed in impact-
ing end applications. We should maintain caution
against their unethical usage or if such regurgitation
is exploited to cause harm. Just like assistants or
other applications of large language models (Dhole,
2023), simulators should also be gauged from a
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socio-technical lens, and appropriate checks and
fallback mechanisms should be employed before
their actual usage. Besides, simulators themselves
could inadvertently learn biases in the training data,
leading to unfair or biased generations, and can
be exploited for malicious purposes such as gen-
erating fake news and harmful content or asking
triggering questions.
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Roberts, Bao Sheng Loe, Barret Zoph, Bartłomiej
Bojanowski, Batuhan Özyurt, Behnam Hedayatnia,
Behnam Neyshabur, Benjamin Inden, Benno Stein, Berk
Ekmekci, Bill Yuchen Lin, Blake Howald, Bryan Orin-
ion, Cameron Diao, Cameron Dour, Catherine Stin-
son, Cedrick Argueta, Cesar Ferri, Chandan Singh,
Charles Rathkopf, Chenlin Meng, Chitta Baral, Chiyu
Wu, Chris Callison-Burch, Christopher Waites, Chris-
tian Voigt, Christopher D Manning, Christopher Potts,
Cindy Ramirez, Clara E. Rivera, Clemencia Siro,
Colin Raffel, Courtney Ashcraft, Cristina Garbacea,

63

http://arxiv.org/abs/2301.13688
http://arxiv.org/abs/2301.13688
https://openreview.net/forum?id=CSi1eu_2q96
https://openreview.net/forum?id=CSi1eu_2q96
https://openreview.net/forum?id=CSi1eu_2q96
http://arxiv.org/abs/2303.08774
https://proceedings.neurips.cc/paper_files/paper/2022/file/b1efde53be364a73914f58805a001731-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/b1efde53be364a73914f58805a001731-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/b1efde53be364a73914f58805a001731-Paper-Conference.pdf
http://arxiv.org/abs/1910.10683
http://arxiv.org/abs/1910.10683
https://doi.org/10.1162/tacl_a_00605
https://doi.org/10.1162/tacl_a_00605
https://openreview.net/forum?id=Yacmpz84TH
https://openreview.net/forum?id=Yacmpz84TH
http://arxiv.org/abs/2305.17493
http://arxiv.org/abs/2305.17493
http://arxiv.org/abs/2305.17493


Damien Sileo, Dan Garrette, Dan Hendrycks, Dan Kil-
man, Dan Roth, C. Daniel Freeman, Daniel Khashabi,
Daniel Levy, Daniel Moseguí González, Danielle Per-
szyk, Danny Hernandez, Danqi Chen, Daphne Ip-
polito, Dar Gilboa, David Dohan, David Drakard,
David Jurgens, Debajyoti Datta, Deep Ganguli, De-
nis Emelin, Denis Kleyko, Deniz Yuret, Derek Chen,
Derek Tam, Dieuwke Hupkes, Diganta Misra, Dilyar
Buzan, Dimitri Coelho Mollo, Diyi Yang, Dong-Ho
Lee, Dylan Schrader, Ekaterina Shutova, Ekin Do-
gus Cubuk, Elad Segal, Eleanor Hagerman, Elizabeth
Barnes, Elizabeth Donoway, Ellie Pavlick, Emanuele
Rodolà, Emma Lam, Eric Chu, Eric Tang, Erkut Er-
dem, Ernie Chang, Ethan A Chi, Ethan Dyer, Ethan
Jerzak, Ethan Kim, Eunice Engefu Manyasi, Evgenii
Zheltonozhskii, Fanyue Xia, Fatemeh Siar, Fernando
Martínez-Plumed, Francesca Happé, Francois Chol-
let, Frieda Rong, Gaurav Mishra, Genta Indra Winata,
Gerard de Melo, Germán Kruszewski, Giambattista
Parascandolo, Giorgio Mariani, Gloria Xinyue Wang,
Gonzalo Jaimovitch-Lopez, Gregor Betz, Guy Gur-
Ari, Hana Galijasevic, Hannah Kim, Hannah Rashkin,
Hannaneh Hajishirzi, Harsh Mehta, Hayden Bogar,
Henry Francis Anthony Shevlin, Hinrich Schuetze, Hi-
romu Yakura, Hongming Zhang, Hugh Mee Wong, Ian
Ng, Isaac Noble, Jaap Jumelet, Jack Geissinger, Jack-
son Kernion, Jacob Hilton, Jaehoon Lee, Jaime Fer-
nández Fisac, James B Simon, James Koppel, James
Zheng, James Zou, Jan Kocon, Jana Thompson, Janelle
Wingfield, Jared Kaplan, Jarema Radom, Jascha Sohl-
Dickstein, Jason Phang, Jason Wei, Jason Yosinski,
Jekaterina Novikova, Jelle Bosscher, Jennifer Marsh,
Jeremy Kim, Jeroen Taal, Jesse Engel, Jesujoba Alabi,
Jiacheng Xu, Jiaming Song, Jillian Tang, Joan Waweru,
John Burden, John Miller, John U. Balis, Jonathan
Batchelder, Jonathan Berant, Jörg Frohberg, Jos Rozen,
Jose Hernandez-Orallo, Joseph Boudeman, Joseph
Guerr, Joseph Jones, Joshua B. Tenenbaum, Joshua S.
Rule, Joyce Chua, Kamil Kanclerz, Karen Livescu, Karl
Krauth, Karthik Gopalakrishnan, Katerina Ignatyeva,
Katja Markert, Kaustubh Dhole, Kevin Gimpel, Kevin
Omondi, Kory Wallace Mathewson, Kristen Chiafullo,
Ksenia Shkaruta, Kumar Shridhar, Kyle McDonell, Kyle
Richardson, Laria Reynolds, Leo Gao, Li Zhang, Liam
Dugan, Lianhui Qin, Lidia Contreras-Ochando, Louis-
Philippe Morency, Luca Moschella, Lucas Lam, Lucy
Noble, Ludwig Schmidt, Luheng He, Luis Oliveros-
Colón, Luke Metz, Lütfi Kerem Senel, Maarten Bosma,
Maarten Sap, Maartje Ter Hoeve, Maheen Farooqi,
Manaal Faruqui, Mantas Mazeika, Marco Baturan,
Marco Marelli, Marco Maru, Maria Jose Ramirez-
Quintana, Marie Tolkiehn, Mario Giulianelli, Martha
Lewis, Martin Potthast, Matthew L Leavitt, Matthias
Hagen, Mátyás Schubert, Medina Orduna Baitemirova,
Melody Arnaud, Melvin McElrath, Michael Andrew
Yee, Michael Cohen, Michael Gu, Michael Ivanitskiy,
Michael Starritt, Michael Strube, Michał Swędrowski,
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Abstract

Conversational models often face chal-
lenges such as a lack of emotional temper-
ament and a limited sense of humor when
interacting with users. To address these is-
sues, we have selected relevant data and
fine-tuned the model to (i) humanize the
chatbot based on the user’s emotional re-
sponse and the context of the conversa-
tion using a dataset based on empathy and
(ii) enhanced conversations while incorpo-
rating humor/sarcasm for better user en-
gagement. We aspire to achieve more per-
sonalized and enhanced user-computer in-
teractions with the help of varied datasets
involving sarcasm together with empathy
on top of already available state-of-the-art
conversational systems.

1 Introduction

Recent advancements in large-scale pre-trained
models, such as models using transformer-based
architectures, have produced impressive results, as
seen with DialoGPT (Yizhe Zhang, 2020). How-
ever, it is only recently that these models have had
access to enough data to respond in a neutral tone
and provide information based solely on the user’s
input. Understanding the emotional response and
situation of the user is not an easy task, espe-
cially when it comes to providing an appropriate
response. Early sarcasm detection methods heav-
ily depended on static textual patterns like lexi-
cal indicators, syntactic rules, and specific emoji
occurrences (Dmitry Davidov, 2010), (Maynard
and Greenwood, 2014), (Bjarke Felbo, 2020). Un-
fortunately, these methods often under-performed
and lacked generalization due to their inability to
leverage contextual information effectively. Addi-
tionally, they faced issues with poor performance.
Another problem is the lack of an explicit long-
term memory of the conversation because these

systems are trained to generate a response based
only on the recent dialogue history (Oriol Vinyals,
2015) [A neural conversational model]. Recently,
chatbots have faced challenges in providing in-
accurate, nonsensical, or insensitive responses,
largely stemming from a lack of contextual under-
standing and emotional awareness during conver-
sations.

The key aim of this work is to enhance the neu-
tral persona-based models by incorporating sar-
casm and an empathetic touch. To achieve this,
we fine-tuned the DialoGPT model using two
datasets. These datasets include 1.3 million sar-
castic comments from Reddit and 25,000 personal
dialogues in which a speaker expressed a specific
emotion, and a listener responded.

2 Related Work

Recent developments in engaging dialogue agents
with a ’profile’ (Saizheng Zhang, 2018) have
helped the vision of contextually aware chatbots
immensely. This allows models to respond by
sticking with a persona, and hence, replies are
more stable and coherent. Research on the emo-
tional spectrum, including models that incorpo-
rate a sense of humor or sarcasm, is still being
refined due to the challenging task of understand-
ing the nuanced nature of sarcasm. According to
the Khatri et al. (2018), sarcasm can be difficult
to detect and harder to eradicate because abuse is
sometimes hidden behind it. It will take much
progress in the field to detect and generate sar-
casm accurately. There have been models devel-
oped with the ability to detect sarcasm from user
input (Devin Pelser, 2019). However, generating
responses in the same fashion is not yet fully ad-
dressed. Even models with the ability to produce
empathetic responses (Hannah Rashkin, 2019) do
not fully capture the wide range of emotions ex-
perienced by a typical human being and respond
accordingly. Another problem is the lack of an ex-
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plicit long-term memory of the conversation. Typ-
ically, these systems are trained to generate a re-
sponse based only on the recent dialogue history
(Oriol Vinyals, 2015).

3 Methodology

3.1 DialoGPT

DialoGPT is well-suited for fine-tuning with mul-
tiple datasets due to its versatile architecture
and pre-training on a diverse range of conversa-
tional data. It is based on GPT-2 (Alec Rad-
ford, 2018) architecture, making user-specific
prompts more realistic. DialoGPT employs maxi-
mum mutual information (MMI) scoring function
(Saizheng Zhang, 2018), integrating a pre-trained
backward model. This model predicts source sen-
tences from responses and filters out bland or un-
informative text, ensuring it generates contextu-
ally relevant and meaningful responses. MMI en-
hances the model’s ability to avoid generic replies,
making its conversations more engaging and pur-
poseful. The model also exhibits the capability to
address commonsense questions to some extent,
due to the rich amount of information learned from
Reddit data. It also shows consistency with re-
spect to the context in multi-turn generation, out-
performing RNN counterparts and tending to be
more consistent with the context. Additionally, the
release of the source code and pre-trained mod-
els facilitates future research and development,
providing a foundation for novel applications and
methodologies. Furthermore, the model’s per-
formance in the (Yoshino et al., 2019) DSTC-
7 Dialogue Generation Challenge demonstrates
its potential for generating conversation responses
grounded in external knowledge, making it suit-
able for applications requiring information-rich in-
teractions. Its ability to surpass human responses
in automatic metrics also indicates its potential for
enhancing human-computer interactions in vari-
ous domains. Fine-tuning DialoGPT can lead to
the development of more intelligent open-domain
dialogue systems tailored to specific contexts or
domains.

3.2 Datasets

To fine-tune the Dialo-GPT model, we have used
two datasets to achieve our target. We explain the
datasets in the following subsections.

3.2.1 SARC
The Self-Annotated Reddit Corpus (SARC), is
a significant resource for sarcasm research and
the development of systems for sarcasm detec-
tion (Mikhail Khodak, 2018). It addresses the
challenge of detecting sarcasm in natural language
processing, emphasizing the difficulty in discern-
ing sarcasm due to its infrequent occurrence and
complexity. The SARC dataset comprises 1.3 mil-
lion self-annotated sarcastic statements, surpass-
ing previous datasets in size by an order of magni-
tude. This large corpus provides opportunities for
balanced and unbalanced label learning, enabling
the evaluation and training of sarcasm detection
systems.

We’ll fine-tune DialoGPT for generating sar-
castic text using the SARC dataset, compris-
ing self-annotated sarcastic statements containing
‘/s’(sarcasm tag). This dataset includes conversa-
tion threads, responses, and sarcasm labels, serv-
ing as a benchmark for classifying statements. It
comprises three essential components: the ”label”
indicating sarcasm or non-sarcasm, the ”context”
representing the parent comment preceding the re-
sponse, and the ”response” itself, serving as the
answer to the preceding comment. By offering
balanced learning tasks and methods for reducing
false negatives, the SARC dataset aims to enhance
machine learning methods and improve sarcastic
text generation. It is freely available, fostering fu-
ture research and the development of more effec-
tive sarcasm-based text generation and detection.

3.2.2 Empathetic Dialogues
The dataset, Empathetic Dialogues (Han-
nah Rashkin, 2019), is designed to serve as a new
benchmark and training resource for evaluating
the ability of dialogue models to generate em-
pathetic responses. It is specifically tailored to
address the challenge of empathetic responding,
which involves recognizing and acknowledging
the emotional cues and experiences expressed by
a conversation partner in a dialogue. The dataset
is best suited for training and evaluating dialogue
systems, including chatbots and conversational
agents, in their capacity to appropriately respond
to personal experiences and emotions expressed
in a conversation. This is a perfect dataset to be
worked upon because it is a one-on-one conversa-
tion between a “Speaker” and a “Listener”. The
Speaker initiates a conversation by describing a
situation, and the Listener becomes aware of it
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Dataset Perplexity F1 Loss Token Accuracy

SarcEmp DialoGPT SarcEmp DialoGPT SarcEmp DialoGPT SarcEmp DialoGPT

Empathetic Dialogues 101.1 100.7 0.12 0.76 4.61 4.61 0.24 0.26
ConvAI2 141.6 144.6 0.08 0.78 4.95 4.97 0.18 0.18
Daily Dialogs 61.46 61.54 0.7588 0.05856 4.118 4.12 0.3328 0.2953

Table 1: Automatic metrics calculated on 1000 random examples from the mentioned datasets.

through the Speaker’s words. Subsequently, the
Speaker and Listener engage in six more addi-
tional turns (total 7 conversations). In each turn, a
new emotion is given as a context, prompting the
Listener to respond accordingly. These emotions
consist of sentimental, afraid, proud, faithful,
terrified, joyful, and angry.

3.3 Fine-tuning Process

Upon acquiring our datasets, the initial step in-
volves processing the data to align with the
model’s comprehension. In the SARC dataset,
comments labeled as “Sarcastic” are initially
sorted based on their labels. Subsequently, this
sorted data is formatted to feed into two distinct
fields: ‘context’ and ‘response,’ ensuring compat-
ibility with the model’s understanding. Here, the
parent comment takes the place of ‘context,’ while
the corresponding response is assigned to the ‘re-
sponse’ field.

Within the Empathetic Dialogues dataset, the
information is structured around ‘prompts’ and
‘utterances.’ The ’prompt’ signifies a sentence that
is awaiting refinement based on the context, while
‘utterance’ represents the corresponding response
aligned with that context. In this dataset, the
‘prompt’ is mapped to the ’context’ field, and the
associated ’utterance’ is placed in the ‘response’
field for compatibility with the model’s under-
standing.

The next step involves the concatenation and
randomization of all ’response’ and ’context’ pairs
using the Pandas Library. Subsequently, the entire
dataset is divided into training (60%) and testing
(40%) segments. To ensure model comprehension,
each row’s data is combined into a single string. A
special ’end of string’ token is inserted between
individual strings, facilitating the model in recog-
nizing the conclusion of each response within the
string. This process streamlines the dataset for ef-
fective training and testing, enhancing the model’s
ability to understand and generate responses. Fol-
lowing the concatenation and randomization pro-

cess, the data undergoes tokenization and is subse-
quently trained using checkpoints and a set num-
ber of epochs. The objective here is to fine-tune
the model and evaluate its perplexity and other au-
tomatic metrics. The perplexity of a model entails
evaluating the model’s predictive accuracy in de-
termining the next token within the sequence. The
incorporation of checkpoints aids in the contin-
uous monitoring and preservation of the model’s
progress during the training process, ensuring op-
timal performance.

4 Results

In this project, we choose perplexity as an auto-
matic metric to evaluate the model’s performance
among others such as f1 score, loss, and token
accuracy. Perplexity loss measures how well a
model can predict the next word in a sequence of
text. Lower values indicate a better understand-
ing of the language and context. Perplexity is
also reported to have a robust correlation with hu-
man perceptions of coherent and contextually spe-
cific natural conversations (Adiwardana and et al.,
2020). We report the results in the table 1.

The fine-tuning of DialoGPT on the SARC and
Empathetic Dialogues datasets has yielded note-
worthy results. The model achieves a low training
perplexity of 2.996, showcasing improved confi-
dence in predicting the next token. We also per-
form a variety of experiments by training and eval-
uating different models. Table 1 depicts the per-
formance of our model SarcEmp across three ma-
jor datasets, including empathetic dialogues (Han-
nah Rashkin, 2019), ConvAI2 (Dinan et al., 2019),
and Daily Dialogues (Li et al., 2017). We can
observe that the fine-tuned model performs simi-
larly to the baseline model and even better in some
cases. Perplexity is reportedly reduced in two of
the tested datasets, while loss on the datasets is
consistently low. However, the difference is not
significant when it comes to automatic metrics, but
it will be interesting to observe the human evalua-
tion results in a more realistic setting.

68



5 Conclusion

In this work, we have introduced a new fine-tuned
model that incorporated sarcasm and empathy on
top of a state-of-the-model. The resulting model
is performing pretty consistently in terms of auto-
matic evaluation, although it would be interesting
to see it perform in human evaluation tasks. We
believe human evaluation would provide us with
useful insights into the domain of more engaging
and empathetic human-computer interactions and
potential directions for improvements.
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Abstract

This paper is the model description for the
Emo-Gen BART dialogue generation archi-
tecture, as submitted to the SCI-CHAT 2024
Shared Task. The Emotion-Informed Dia-
logue Generation model is a multi-task BART-
based model which performs dimensional and
categorical emotion detection and uses that in-
formation to augment the input to the gener-
ation models. Our implementation is trained
and validated against the IEMOCAP dataset,
and compared against contemporary architec-
tures in both dialogue emotion classification
and dialogue generation. We show that certain
loss function ablations are competitive against
the state-of-the-art single-task models.

1 Introduction

The realm of human conversation is intricately
woven with emotions, a fundamental aspect that
significantly influences the dynamics of communi-
cation (Li et al., 2021). In contemporary research
within Natural Language Processing (NLP) and
Human-Computer Interaction (HCI), the develop-
ment of emotion-aware conversational agents has
emerged as a focal point. Various methodologies
have been employed to handle emotions in con-
versation, with categorical labels and dimensional
ratings being prominent avenues. These labels of-
ten find their roots in established emotion theo-
ries, such as Ekman’s (Ekman and Oster, 1979)
or Plutchik’s (Plutchik, 1980), as evidenced in
datasets like IEMOCAP (Busso et al., 2008) and
DailyDialog (Li et al., 2017). Additionally, alter-
native corpora and models adopt unique lists of
emotion words, exemplified by the EMPATHETIC-
DIALOGUES dataset (Rashkin et al., 2019).

The ”dimensional” approach to handling emo-
tion involves the utilization of characteristics in-
herent in emotional speech (Buechel and Hahn,
2017). A noteworthy model in this context is
the Valence-Arousal-Dominance (VAD) Model,

which assesses the positive or negative sentiment,
the degree of excitation, and the level of control
exerted by the stimulus (Buechel and Hahn, 2016).
This model has become a cornerstone in under-
standing and quantifying the nuanced dimensions
of emotions expressed in conversational interac-
tions. As we delve into the intricacies of emotion-
aware conversational agents, the utilization of both
categorical and dimensional frameworks provides
a comprehensive understanding of the emotional
landscape within human-machine dialogues.

In the domain of emotion-aware or empathetic
conversational agents, diverse methodologies have
been employed to augment systems’ understand-
ing and responsiveness to emotional cues. Some
methods incorporate input augmentation tech-
niques, thereby exposing the conversational agent
to various emotional expressions to enhance learn-
ing robustness (Goel et al., 2021; Carolus et al.,
2021). Simultaneously, alternative approaches in-
tegrate common-sense or pragmatic information,
drawing upon broader contextual knowledge to
enrich the agent’s comprehension of emotions
within a given conversation (Ghosal et al., 2020;
Scotti et al., 2021).

Our system, Emo-Gen BART is a modifica-
tion on BART architecture (Lewis et al., 2019).
Our approach uses BART’s emotion decoder at-
tention representation to perform emotion classi-
fication as well as dimensional emotion detection.
We then augment that representation to reinforce
signals associated with emotion information. Our
strategy implements emotion classification and re-
gression and combines their loss with the emotion-
informed generation task. When accounting for
contextual information through the conversation,
we find that this method makes it competitive with
state-of-the-art conversational agents.
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Figure 1: The Emo-Gen BART is a variation over the standard BART architecture with a bidirectional BERT-like
encoder and an autoregressive decoder. Note that during fine-tuning for conditional generation, the input sentence
is provided to both the encoder and the decoder. Using the decoder output, we perform multiple emotion detection
tasks. The final generation layer uses the decoder attention as well as the multitask attention.

2 Model Architecture and
Implementation

Emo-Gen BART, a customized version of the
BART language model, is specifically tailored for
conditional dialogue generation. The architecture
of BART involves a bidirectional encoder process-
ing tokenized and masked input sentences. During
fine-tuning, this encoder utilizes the denoised in-
put along with the encoder representation to gen-
erate subsequent sentences. For conditional gen-
eration tasks, a randomly initialized encoder pre-
cedes the bidirectional encoder during training.

During fine-tuning, Emo-Gen BART modifies
the BART architecture by extracting the last hid-
den layer, employed to predict emotion class
and Valence-Arousal-Dominance (VAD) attention
scores, illustrated in Figure 1. Emotion-aware
information is incorporated by concatenating the
multitask and decoder attention outputs before the
generation phase.

2.1 Loss Functions and Training Objectives

Emo-Gen BART, a modification of the BART
encoder-decoder model, incorporates three key re-
finements during fine-tuning. Firstly, a multitask
classification and regression model employs the
decoder output for prediction. Secondly, attention
outputs from the multitask model are concatenated
with the decoder attention outputs during the gen-
eration phase. Thirdly, in fine-tuning for condi-
tional generation, the decoder receives input as the

sentence with the preceding context truncated at
the input length.

Consider an utterance u = u1, . . . , uM the
model parameters θ, which update based on each
task.

Classification The objective of the classification
layer is to minimize cross-entropy loss between
predicted and actual emotion class values. For
a batch of N samples, we compute classification
loss as:

Lcls = − 1

N

N∑

i=1

C∑

j=1

yi,j log p(ci,j |u; θ)

where C is the number of classes, yi,j is the bi-
nary indicator of where j is the correct class and
p(ci,j) is the predicted probability distribution of
the model for the ith utterance u.

Regression The three regression tasks, i.e. va-
lence, arousal, and dominance detection, are
trained with the objective of minimizing the mean-
squared error loss between the predicted and ac-
tual values, which is computed as:

MSE(ŷ, ytrue) =
1

N

N∑

i=1

(ŷi − ytruei)
2

for any predicted value ŷi and any true value ytruei
for any i of N samples. The predicted and actual
regression value for each utterance is summed up
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for all utterances across a batch. So, the dimen-
sional emotion loss can be computed as:

Lreg =
∑

d∈D
λd · MSE(d̂, dtrue)

where D are the emotion dimensions, λd is the
weight for each regression task. For our purposes,
∀d ∈ D;λd = 1.

Generation The generation layer was imple-
mented analogously to the BART decoder. The
outputs of the final layer from the decoder and
the multitask self-attention layers are concatenated
and passed through a linear layer for generation.
The input to the encoder is the current utterance to-
kenized, while the decoder input includes the con-
text of the conversation.

Note that the input to the encoder and the de-
coder differ. For every utterance u, there is a con-
text c = {c1, . . . , cN}, which is comprised of pre-
vious utterances and responses. Therefore, the in-
put to the generation layer may be computed as:

x = Attndecoder(c · u)⊕ Attnmultitask(u)

For every input x, the model generates a re-
sponse y = {y1, . . . , yn}. The training objec-
tive here is also to minimize cross-entropy loss be-
tween the generated sequence and the actual dia-
logue response, which may be computed as:

Lgen = − 1

N

N∑

i=1

T∑

t=1

logP (yt|x, y1, . . . , yt−1; θ)

wherein N is the number of samples per batch, T
is the length of the generated sequence, yi,t rep-
resents the predicted probability distribution over
the vocabulary for the tth token in the ith se-
quence.

Combined Training Objective The training ob-
jective of the model is to minimize the total loss,
computed as a weighted sum of the regression,
classification, and generation losses.

L = α · Lcls + β · Lreg + γ · Lgen

For our purposes, γ = 1 and 0 < α = β ≤ 1.
We find that varying the relative importance of
the non-generation tasks impacts generation, but
causes sensitivity to initial hyperparameters.

3 Experiments

In this section, we describe the dataset, experimen-
tal setup, and hyperparameter information for re-
producing these experiments.

3.1 Dataset

We fine-tune Emo-Gen BART on the IEMOCAP
corpus (Busso et al., 2008). This is a bench-
mark corpus of recorded conversations which have
been transcribed into dialogue sessions, annotated
with both categorical and dimensional emotion.
The IEMOCAP dataset includes video data of im-
promptu performances or scripted scenes of about
10 actors. There are in total 7433 utterances and
151 dialogues in the IEMOCAP dataset. At the
same time, it contains audio and text transcription
to meet the needs of multimodal data. In this data
set, multiple commentators set the emotional la-
bels of the utterances into nine categories: includ-
ing happy, sad, neutral, angry, excited frustrated,
surprised, and afraid

3.2 Hyperparameter Tuning

We fine-tune the model over 64 epochs with a
learning rate of 10−5 and a batch size of 16. The
data is preprocessed to include context of every
utterance alongside the utterance to the generation
layers, the input length set at 256. The multitask
self-attention layers follow the dimensions of the
decoder layers, i.e. 768 hidden dimensions with 4
attention heads per layer for 6 layers. For genera-
tion, we constrain the model to generate sentences
with a minimum of 2 tokens, with a temperature
of 1.6, a high top-k vocabulary spread of 400 to-
kens and the top-p probability sum of 0.95. Train-
ing and generation are performed on an NVIDIA-
RTX2080ti.

3.3 Baseline Models for Comparison

We compare our results against the following
baseline models:

BC-LSTM, introduced by Poria et al. (2017)
employs a Bidirectional LSTM structure to cap-
ture contextual semantic information. However, it
lacks the capability to recognize speaker relation-
ships within the encoded content.

DialogueGCN, presented by Ghosal et al.
(2019), organizes a conversation into a graph
structure, converting the speech emotion classifi-
cation task into a graph-based node classification
problem. The method employs a graph convo-
lutional neural network to effectively classify the
outcomes.

Ide and Kawahara (2021), introduced a BART-
based multitask framework as well. The difference
between our model and their implementation is the
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Model Avg F1 Score

BC-LSTM 59.19
DialogueGCN 64.18
Ide and Kawahara (2021) 62.42

Emo-Gen BART 69.49

Table 1: The comparative performance results for emo-
tion classification of our model against the baselines.

Model BLEU dist-1 dist-2

Ide and Kawahara (2021) 32.55 6.00 30.77
Emo-Gen BART 36.46 6.46 30.65

Table 2: The comparative performance results for
emotion-aware generation.

use of only a categorical label for their multitask
generation, and that it does not adopt the context
input.

4 Results and Findings

4.1 Emotion Classification Results

By leveraging the BART pre-trained language
model, our model adeptly encodes sentences to
enhance the representation of utterances. Simul-
taneously, our multitask attention framework inte-
grates both the inherent emotional tendencies of
the utterance and contextual information. This
approach proves more effective in discerning the
speaker’s emotion, as affirmed by experimental re-
sults. Our assumptions regarding the emotional
factors within ERC find validation through these
findings.

4.2 Dialogue Generation Results

Initially, we assess the relevance of output re-
sponses to the correct response using BLEU (Pa-
pineni et al., 2002). Subsequently, we examine
lexical diversity by evaluating distinctiveness, as
proposed by Li et al. (2016). This distinctive-
ness measure is calculated through distinct-1 and
distinct-2, which focus on unigrams and bigrams,
respectively. We find that the distinct-2 value for
our method is lower than the state-of-the-art mul-
titask model, which warrants further investigation.

The model has been submitted to the SCI-
CHAT shared task for human evaluation and
benchmarking.

5 Conclusion and Future Work

In this paper, we introduce Emo-Gen BART,
an architecture that employs a modified BART
language model to enhance the capabilities of
emotion-aware conversational agents. Our ap-
proach integrates a multitask attention framework,
acting as an emotion capsule, to improve the
model’s proficiency in identifying emotional cues
during dialogue generation.

We find that this approach of accounting for
several tasks including emotion classification and
regression, can inform the model and improve
upon baseline results. We use only a single model
variation where all the loss functions are weighted
equally, however model ablations which form a
hyperparameter relationship between the various
tasks. Finally, with multitask setups which change
the nature of the architecture itself, it would be
interesting to leverage LLM predictions using
dataset specific signals.
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Abstract

This system paper describes our conversational
AI agent developed for the SCI-CHAT com-
petition. The goal is to build automated dia-
logue agents that can have natural, coherent
conversations with humans over multiple turns.
Our model is based on fine-tuning the Snorkel-
Mistral-PairRM-DPO language model on pod-
cast conversation transcripts. This allows the
model to leverage Snorkel-Mistral-PairRM-
DPO’s linguistic knowledge while adapting it
for multi-turn dialogue modeling using LoRA.
During evaluation, human judges will converse
with the agent on specified topics and provide
ratings on response quality. Our system aims
to demonstrate how large pretrained language
models, when properly adapted and evaluated,
can effectively converse on open-ended topics
spanning multiple turns.

1 Introduction

Developing artificial intelligence capable of natu-
ral, multi-turn conversations remains an ongoing
challenge in AI research. While recent advances in
deep learning and large pretrained language models
have accelerated progress in conversational AI, ac-
curately capturing the nuances of human dialogue
over extended interactions is still an active area
of investigation. Although competitions like SCI-
CHAT provide a platform for evaluating conversa-
tional models through real-time human interactions,
our focus is creating an agent for coherent, open-
domain dialog across diverse topics and turns.

Our approach uses large language models fine-
tuned on real-world podcast conversations, immers-
ing them in the natural flow and back-and-forth
that defines human dialogue. We leverage the
promising LoRA (Low-Rank Adaptation of Large
Language Models)(Yu et al., 2023) architecture
to equip our agent with the ability to navigate di-
verse topics and engage in coherent, multi-turn
exchanges.

Beyond technical prowess, we believe these
agents hold immense potential to impact fields like
education and customer service. Imagine a virtual
tutor providing personalized learning experiences
or a virtual assistant seamlessly understanding your
requests and completing tasks effortlessly. How-
ever, it’s crucial to acknowledge potential ethical
considerations surrounding bias and manipulation
in advanced dialogue systems. We’re committed to
developing these technologies responsibly, ensur-
ing they contribute positively to human-computer
interaction.

Participating in open-domain interactions, like
those facilitated by competitions, provides invalu-
able real-world experience and crucial human feed-
back. These live evaluations, assessing factors
like coherence, consistency, and topical relevance
over extended dialogues, serve as a crucial testing
ground for our models. Ultimately, our hope is
to contribute to the overarching goal of creating
dialogue agents that can converse with humans nat-
urally, paving the way for deeper and more mean-
ingful human-computer interactions.

2 Model Architecture

Our conversational agent is based on fine-tuning
the Snorkel-Mistral-PairRM-DPO language model
for dialogue response generation. Snorkel-Mistral-
PairRM-DPO 1 is a large Transformer-based lan-
guage model based on Mistral(Jiang et al., 2023)
and fine-tuned on trained on the UltraFeedback
dataset, providing a strong foundation for various
natural language generation tasks, To efficiently
adapt the large language model for our task, we
used LoRA (Low Rank Adaptation Of Large Lan-
guage Models)(Yu et al., 2023). MMLU (Massive
Multitask Language Understanding)(Hendrycks
et al., 2021) allows fine-tuning just a small number
of extra weights in the model while freezing most

1https://huggingface.co/snorkelai/
Snorkel-Mistral-PairRM-DPO
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Figure 1: Architecture of the adapter module and its
integration with the Transformer (Houlsby et al., 2019)

of the parameters of the pretrained network. This
saves on the computational cost and time required
to retrain the entire massive model, it also miti-
gates catastrophic forgetting, a phenomenon where
models tend to forget their original training due
to excessive fine-tuning, by freezing the model’s
initial weights.

Specifically, we initialize our model with the
7B parameter version of the pretrained Snorkel-
Mistral-PairRM-DPO model from HuggingFace.
We then perform additional fine-tuning of this
model on podcast conversation transcripts to spe-
cialize it for multi-turn conversational modeling us-
ing LoRA(Yu et al., 2023), In MMLU fine-tuning,
only adapters are trained, introducing additional
weights to the models while preserving the original
weights and fine-tuning the newly added weights.

The architecture of the fine-tuned LoRA(Yu
et al., 2023) model uses a modified transformer
architecture with added adapter layers1. These
adapter layers are inserted after the attention and
feedforward stacks. The adapter layer itself has
a bottleneck design: it takes the input, reduces it
to a lower dimensionality representation, applies
a non-linear activation, then restores the original
dimensionality. This allows the subsequent trans-
former layer to effectively process the adapter out-
put. For input, the dialogue history is merged with
the latest human utterance using separator tokens.
This merged history is fed into the model which
then autoregressively predicts the next utterance.

During fine-tuning, the input sequences are trun-
cated to fit within the model’s context length limita-
tion. For longer dialogue histories, we only include
the most recent utterances to provide necessary
context. The model is trained to generate the next

Figure 2: MMLU Performance Metric (accuracy) for
the finetuned model against different Models.

utterance in the transcript given the truncated dia-
logue context.

During inference, we utilize the fine-tuned LoRA
model and its tokenizer from the Hugging Face
Transformers2 and PEFT3 libraries for text gener-
ation. Responses are generated based on the con-
versation history using nucleus sampling from the
PEFT library with p=0.9 to achieve a balance of
diversity and coherence in the generated text.

Fine-tuning this large pretrained model on pod-
cast conversations allows us to leverage the rich
linguistic knowledge in Snorkel-Mistral-PairRM-
DPO while adapting it to generate natural, topi-
cally consistent responses in a conversational set-
ting. The live human evaluation in SCI-CHAT will
provide invaluable feedback on how to further im-
prove the model’s conversational abilities.

3 Training Data and Data preprocessing

Training conversational AI requires large, diverse
dialogue datasets. As suggested by the competi-
tion guidelines, we primarily utilized the Freako-
nomics podcast transcripts dataset4 for LoRA
model training. This podcast corpus contains over
477 episodes covering economics, politics, pop
culture, sports and more. The wide topical range
provides natural conversational data to teach co-
herent, free-flowing dialogue skills. In total, the
training data comprises 1 5,829 context-response
pairs extracted from the podcast dialogues. On
average, each dialogue contains approximately 12
turns, with 33 words per turn. The context vo-
cabulary spans 10,194 unique terms, while the re-
sponse vocabulary covers 14,550 distinct words.

2https://github.com/huggingface/transformers
3https://github.com/huggingface/peft
4https://huggingface.co/datasets/mogaio/

Freakonomics_MTD
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Dataset Information #

Total context-response pairs 5,829

Total dialogues 477

Average turns per dialogue 12.22

Average words per turn 33.25

Context vocabulary size 10,194

Response vocabulary size 14,550

Cumulative vocabulary size 17,338

Table 1: Characteristics of the Extracted Multi-Turn
Conversations Dataset from the Freakonomics Podcast.

Figure 3: MMLU Performance Metric (accuracy) for
the finetuned model against different Models.

The combined vocabulary size is 17,338 words, in-
dicating rich, multifaceted linguistic interactions.
These metrics characterize the structural complex-
ity and lexical diversity of the dataset, informing
the training process and performance evaluation.
We scraped the raw podcast transcripts using a
Python script proivded in this Git repo5, yielding
over ten thousand utterances of training data. The
data was preprocessed by lowercasing, removing
metadata, and filtering out very short, uninforma-
tive utterances.

In addition, the base model was pretrained on the
UltraFeedback dataset, originally containing 64k
prompts with 4 model completions each scored by
GPT-4 for quality.

Evaluation

In this evaluation, we used MMLU to evaluate the
fine-tuned model’s performance and compared it
to the base model. MMLU(Hendrycks et al., 2021)
is a new benchmark to evaluate AI models’ knowl-
edge and problem-solving abilities across many
academic fields, without requiring additional train-
ing. It covers diverse subjects at varying difficulty

5https://github.com/hkmirza/
EACL2024-SCI-CHAT-SharedTask/tree/main

levels from elementary to advanced professional.
The wide range of granular topics makes it well-
suited to identify knowledge gaps in AI systems.
MMLU aims to challenge AI in a more human-like
way through zero-shot and few-shot evaluations.

The fine-tuned model scored 0.5659 on the
MMLU evaluation, while the base model scored
0.5731. Across the 57 diverse MMLU tasks cover-
ing topics like elementary math, US history, com-
puter science, and law, the fine-tuned model’s me-
dian score was 0.0202 lower than the base model
on 38 tasks. However, the fine-tuned model out-
performed the base model on 19 tasks. In 5 of
these tasks, the fine-tuned model’s performance ex-
ceeded the base model’s score and the difference
was over one standard deviation 4. So while on av-
erage the base model scored higher, the fine-tuning
improved performance on certain specific tasks in
the evaluation by a significant margin.

We also compared 2 the fine-tuned model to
various other models, including (LLAMA2 7B,
LLAMA2 13B, LLAMA2 33B, LLAMA2 70B,
Mistral 7B(Jiang et al., 2023), Mixtral 8x7B(Jiang
et al., 2024)), and conducted benchmarks using
the Language Model Evaluation Harness evalu-
ation pipeline (Gao et al., 2023) to ensure fair
comparison. We evaluated performance across
a diverse range of tasks in Commonsense Rea-
soning (zero-shot)4, including Hellaswag(Zellers
et al., 2019), Winogrande(Sakaguchi et al., 2021),
PIQA(Bisk et al., 2020), ARC-Easy, and ARC-
Challenge(Clark et al., 2018).

This multi-domain conversational data provides
a strong foundation for training our model’s ability
to converse naturally on open-ended topics. The
human evaluation at the end will reveal how well
our model generalizes to coherent, topical conver-
sations. Additional data could be incorporated in
future work to expand the model’s knowledge and
conversational abilities.

Conclusion

In conclusion, we have built a conversational agent
leveraging large pretrained language models and
diverse, open-domain dialog data from podcast
transcripts. Fine-tuning on this conversational cor-
pus enables our model to engage in natural, wide-
ranging dialogs.

At the core, we utilize Transformer architecture
language models with LoRA adapters which are
well-suited to modeling conversational contexts,
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Figure 4: Performance Metrics (accuracy) for the finetuned model against different Models across different
evaluation tasks.

Model Active Params MMLU HellaS WinoG PIQA Arc-e Arc-c

LLaMA2 7B* 7 B 44.40 77.10 69.50 77.90 68.70 43.20
LLaMA2 13B* 13 B 55.60 80.70 72.90 80.80 75.20 48.80
LLaMA1 33B* 33 B 56.80 83.70 76.20 82.20 79.60 54.40
LLaMA2 70B* 70 B 69.90 85.40 80.40 82.60 79.90 56.50
Mistral 7B* 7 B 62.50 81.00 74.20 82.20 80.50 54.90
Mixtral 8x7B* 7 B 70.60 84.40 77.20 83.60 83.10 59.70
Finetuned model 7B** 7 B 56.59 80.95 71.11 82.26 80.68 53.84

Table 2: Performance Metrics for Different Models (%); where *=few-shot,k=5; ** = zero-shot

Model MMLU

Falcon-7B 0.2690
Finetuned model 7B 0.5659
Based model 7B 0.5731
Llama 7B 0.3520
LLaMA1 33B 0.5680
LLaMA2 13B 0.5560
Llama2 7B 0.4530
Mistral 7B 0.6010
Mixtral 8x7B 0.7060
Phi-1.5 (1.3B) 0.3760
Phi-2 0.5670

Table 3: MMLU for the finetune model against different
models

providing a solid foundation for language genera-
tion tasks. Further fine-tuning on the podcast data
allows the model to produce coherent, context-
appropriate responses during interactions. Tech-
niques including dialog history management and
nucleus sampling also boost the model’s conversa-
tional abilities.

Live human evaluations will provide critical in-
sights into the model’s real-world performance,
highlighting its capabilities and limitations. This
human feedback will be invaluable for improving

the agent’s conversational strengths moving for-
ward.

In future work, we hope to incorporate even
larger models, more conversational data covering
diverse topics, and techniques to improve multi-
turn coherence. Conversational AI remains a very
active area of research.

We believe our work is a step towards building
conversational agents that can communicate nat-
urally with humans. There is still much progress
to be made, but continued research combined with
establishing rigorous human-centered evaluations
like SCI-CHAT will take us closer to conversational
AI that is both capable and aligned with human val-
ues.
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Finetuned model Based Model

MMLU 0.5659 (± 0.1336) 0.5731 (± 0.1323)

High School Geography 0.7626 (± 0.0303) 0.7121 (± 0.0323)
US Foreign Policy 0.8300 (± 0.0378) 0.7900 (± 0.0409)

Abstract Algebra 0.3400 (± 0.0476) 0.2900 (± 0.0456)
High School Biology 0.7065 (± 0.0259) 0.6774 (± 0.0266)
High School Chemistry 0.4778 (± 0.0351) 0.4335 (± 0.0349)

Table 4: Comparison of MMLU for the fine-tuned model and the base model, where the fine-tuned model outperforms
the base model, including standard deviation, standard error is provided in brackets.
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