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Abstract

Conversational models often face chal-
lenges such as a lack of emotional temper-
ament and a limited sense of humor when
interacting with users. To address these is-
sues, we have selected relevant data and
fine-tuned the model to (i) humanize the
chatbot based on the user’s emotional re-
sponse and the context of the conversa-
tion using a dataset based on empathy and
(ii) enhanced conversations while incorpo-
rating humor/sarcasm for better user en-
gagement. We aspire to achieve more per-
sonalized and enhanced user-computer in-
teractions with the help of varied datasets
involving sarcasm together with empathy
on top of already available state-of-the-art
conversational systems.

1 Introduction

Recent advancements in large-scale pre-trained
models, such as models using transformer-based
architectures, have produced impressive results, as
seen with DialoGPT (Yizhe Zhang, 2020). How-
ever, it is only recently that these models have had
access to enough data to respond in a neutral tone
and provide information based solely on the user’s
input. Understanding the emotional response and
situation of the user is not an easy task, espe-
cially when it comes to providing an appropriate
response. Early sarcasm detection methods heav-
ily depended on static textual patterns like lexi-
cal indicators, syntactic rules, and specific emoji
occurrences (Dmitry Davidov, 2010), (Maynard
and Greenwood, 2014), (Bjarke Felbo, 2020). Un-
fortunately, these methods often under-performed
and lacked generalization due to their inability to
leverage contextual information effectively. Addi-
tionally, they faced issues with poor performance.
Another problem is the lack of an explicit long-
term memory of the conversation because these

systems are trained to generate a response based
only on the recent dialogue history (Oriol Vinyals,
2015) [A neural conversational model]. Recently,
chatbots have faced challenges in providing in-
accurate, nonsensical, or insensitive responses,
largely stemming from a lack of contextual under-
standing and emotional awareness during conver-
sations.

The key aim of this work is to enhance the neu-
tral persona-based models by incorporating sar-
casm and an empathetic touch. To achieve this,
we fine-tuned the DialoGPT model using two
datasets. These datasets include 1.3 million sar-
castic comments from Reddit and 25,000 personal
dialogues in which a speaker expressed a specific
emotion, and a listener responded.

2 Related Work

Recent developments in engaging dialogue agents
with a ’profile’ (Saizheng Zhang, 2018) have
helped the vision of contextually aware chatbots
immensely. This allows models to respond by
sticking with a persona, and hence, replies are
more stable and coherent. Research on the emo-
tional spectrum, including models that incorpo-
rate a sense of humor or sarcasm, is still being
refined due to the challenging task of understand-
ing the nuanced nature of sarcasm. According to
the Khatri et al. (2018), sarcasm can be difficult
to detect and harder to eradicate because abuse is
sometimes hidden behind it. It will take much
progress in the field to detect and generate sar-
casm accurately. There have been models devel-
oped with the ability to detect sarcasm from user
input (Devin Pelser, 2019). However, generating
responses in the same fashion is not yet fully ad-
dressed. Even models with the ability to produce
empathetic responses (Hannah Rashkin, 2019) do
not fully capture the wide range of emotions ex-
perienced by a typical human being and respond
accordingly. Another problem is the lack of an ex-
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plicit long-term memory of the conversation. Typ-
ically, these systems are trained to generate a re-
sponse based only on the recent dialogue history
(Oriol Vinyals, 2015).

3 Methodology

3.1 DialoGPT

DialoGPT is well-suited for fine-tuning with mul-
tiple datasets due to its versatile architecture
and pre-training on a diverse range of conversa-
tional data. It is based on GPT-2 (Alec Rad-
ford, 2018) architecture, making user-specific
prompts more realistic. DialoGPT employs maxi-
mum mutual information (MMI) scoring function
(Saizheng Zhang, 2018), integrating a pre-trained
backward model. This model predicts source sen-
tences from responses and filters out bland or un-
informative text, ensuring it generates contextu-
ally relevant and meaningful responses. MMI en-
hances the model’s ability to avoid generic replies,
making its conversations more engaging and pur-
poseful. The model also exhibits the capability to
address commonsense questions to some extent,
due to the rich amount of information learned from
Reddit data. It also shows consistency with re-
spect to the context in multi-turn generation, out-
performing RNN counterparts and tending to be
more consistent with the context. Additionally, the
release of the source code and pre-trained mod-
els facilitates future research and development,
providing a foundation for novel applications and
methodologies. Furthermore, the model’s per-
formance in the (Yoshino et al., 2019) DSTC-
7 Dialogue Generation Challenge demonstrates
its potential for generating conversation responses
grounded in external knowledge, making it suit-
able for applications requiring information-rich in-
teractions. Its ability to surpass human responses
in automatic metrics also indicates its potential for
enhancing human-computer interactions in vari-
ous domains. Fine-tuning DialoGPT can lead to
the development of more intelligent open-domain
dialogue systems tailored to specific contexts or
domains.

3.2 Datasets

To fine-tune the Dialo-GPT model, we have used
two datasets to achieve our target. We explain the
datasets in the following subsections.

3.2.1 SARC
The Self-Annotated Reddit Corpus (SARC), is
a significant resource for sarcasm research and
the development of systems for sarcasm detec-
tion (Mikhail Khodak, 2018). It addresses the
challenge of detecting sarcasm in natural language
processing, emphasizing the difficulty in discern-
ing sarcasm due to its infrequent occurrence and
complexity. The SARC dataset comprises 1.3 mil-
lion self-annotated sarcastic statements, surpass-
ing previous datasets in size by an order of magni-
tude. This large corpus provides opportunities for
balanced and unbalanced label learning, enabling
the evaluation and training of sarcasm detection
systems.

We’ll fine-tune DialoGPT for generating sar-
castic text using the SARC dataset, compris-
ing self-annotated sarcastic statements containing
‘/s’(sarcasm tag). This dataset includes conversa-
tion threads, responses, and sarcasm labels, serv-
ing as a benchmark for classifying statements. It
comprises three essential components: the ”label”
indicating sarcasm or non-sarcasm, the ”context”
representing the parent comment preceding the re-
sponse, and the ”response” itself, serving as the
answer to the preceding comment. By offering
balanced learning tasks and methods for reducing
false negatives, the SARC dataset aims to enhance
machine learning methods and improve sarcastic
text generation. It is freely available, fostering fu-
ture research and the development of more effec-
tive sarcasm-based text generation and detection.

3.2.2 Empathetic Dialogues
The dataset, Empathetic Dialogues (Han-
nah Rashkin, 2019), is designed to serve as a new
benchmark and training resource for evaluating
the ability of dialogue models to generate em-
pathetic responses. It is specifically tailored to
address the challenge of empathetic responding,
which involves recognizing and acknowledging
the emotional cues and experiences expressed by
a conversation partner in a dialogue. The dataset
is best suited for training and evaluating dialogue
systems, including chatbots and conversational
agents, in their capacity to appropriately respond
to personal experiences and emotions expressed
in a conversation. This is a perfect dataset to be
worked upon because it is a one-on-one conversa-
tion between a “Speaker” and a “Listener”. The
Speaker initiates a conversation by describing a
situation, and the Listener becomes aware of it
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Dataset Perplexity F1 Loss Token Accuracy

SarcEmp DialoGPT SarcEmp DialoGPT SarcEmp DialoGPT SarcEmp DialoGPT

Empathetic Dialogues 101.1 100.7 0.12 0.76 4.61 4.61 0.24 0.26
ConvAI2 141.6 144.6 0.08 0.78 4.95 4.97 0.18 0.18
Daily Dialogs 61.46 61.54 0.7588 0.05856 4.118 4.12 0.3328 0.2953

Table 1: Automatic metrics calculated on 1000 random examples from the mentioned datasets.

through the Speaker’s words. Subsequently, the
Speaker and Listener engage in six more addi-
tional turns (total 7 conversations). In each turn, a
new emotion is given as a context, prompting the
Listener to respond accordingly. These emotions
consist of sentimental, afraid, proud, faithful,
terrified, joyful, and angry.

3.3 Fine-tuning Process

Upon acquiring our datasets, the initial step in-
volves processing the data to align with the
model’s comprehension. In the SARC dataset,
comments labeled as “Sarcastic” are initially
sorted based on their labels. Subsequently, this
sorted data is formatted to feed into two distinct
fields: ‘context’ and ‘response,’ ensuring compat-
ibility with the model’s understanding. Here, the
parent comment takes the place of ‘context,’ while
the corresponding response is assigned to the ‘re-
sponse’ field.

Within the Empathetic Dialogues dataset, the
information is structured around ‘prompts’ and
‘utterances.’ The ’prompt’ signifies a sentence that
is awaiting refinement based on the context, while
‘utterance’ represents the corresponding response
aligned with that context. In this dataset, the
‘prompt’ is mapped to the ’context’ field, and the
associated ’utterance’ is placed in the ‘response’
field for compatibility with the model’s under-
standing.

The next step involves the concatenation and
randomization of all ’response’ and ’context’ pairs
using the Pandas Library. Subsequently, the entire
dataset is divided into training (60%) and testing
(40%) segments. To ensure model comprehension,
each row’s data is combined into a single string. A
special ’end of string’ token is inserted between
individual strings, facilitating the model in recog-
nizing the conclusion of each response within the
string. This process streamlines the dataset for ef-
fective training and testing, enhancing the model’s
ability to understand and generate responses. Fol-
lowing the concatenation and randomization pro-

cess, the data undergoes tokenization and is subse-
quently trained using checkpoints and a set num-
ber of epochs. The objective here is to fine-tune
the model and evaluate its perplexity and other au-
tomatic metrics. The perplexity of a model entails
evaluating the model’s predictive accuracy in de-
termining the next token within the sequence. The
incorporation of checkpoints aids in the contin-
uous monitoring and preservation of the model’s
progress during the training process, ensuring op-
timal performance.

4 Results

In this project, we choose perplexity as an auto-
matic metric to evaluate the model’s performance
among others such as f1 score, loss, and token
accuracy. Perplexity loss measures how well a
model can predict the next word in a sequence of
text. Lower values indicate a better understand-
ing of the language and context. Perplexity is
also reported to have a robust correlation with hu-
man perceptions of coherent and contextually spe-
cific natural conversations (Adiwardana and et al.,
2020). We report the results in the table 1.

The fine-tuning of DialoGPT on the SARC and
Empathetic Dialogues datasets has yielded note-
worthy results. The model achieves a low training
perplexity of 2.996, showcasing improved confi-
dence in predicting the next token. We also per-
form a variety of experiments by training and eval-
uating different models. Table 1 depicts the per-
formance of our model SarcEmp across three ma-
jor datasets, including empathetic dialogues (Han-
nah Rashkin, 2019), ConvAI2 (Dinan et al., 2019),
and Daily Dialogues (Li et al., 2017). We can
observe that the fine-tuned model performs simi-
larly to the baseline model and even better in some
cases. Perplexity is reportedly reduced in two of
the tested datasets, while loss on the datasets is
consistently low. However, the difference is not
significant when it comes to automatic metrics, but
it will be interesting to observe the human evalua-
tion results in a more realistic setting.
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5 Conclusion

In this work, we have introduced a new fine-tuned
model that incorporated sarcasm and empathy on
top of a state-of-the-model. The resulting model
is performing pretty consistently in terms of auto-
matic evaluation, although it would be interesting
to see it perform in human evaluation tasks. We
believe human evaluation would provide us with
useful insights into the domain of more engaging
and empathetic human-computer interactions and
potential directions for improvements.
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