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Abstract

Sentence embedding is a cornerstone in NLP.
Whitening has been claimed to be an effective
operation to improve embedding quality ob-
tained from Large Language Models (LLMs).
However, we find that the efficacy of whiten-
ing is model-dependent and task-dependent. In
particular, whitening degenerates embeddings
for classification tasks. The conclusion is sup-
ported by extensive experiments. A by-product
of our research is embedding evaluation plat-
form for LLMs called SentEval+ 1

1 Introduction

Sentence embedding plays a fundamental role
in NLP (Le and Mikolov, 2014). Despite the
widespread success of Large Language Models
(LLMs) in generative tasks, embeddings obtained
from pre-trained models are not impressive (Li and
Li, 2023). Sometimes, they are not even compet-
itive with traditional word2vec-based approaches
on machine learning tasks such as classification
and Semantic Text Similarity (STS). Consequently,
there has been a flurry of research aimed at improv-
ing the quality of embeddings from pre-trained
models (Gao et al., 2021; Jiang et al., 2022; Li and
Li, 2023).

Among this group of work, whitening has been
shown to be an effective post-processing method
for improving embeddings obtained from LLMs
(Zhuo et al., 2023; Su et al., 2021; Huang et al.,
2021). We find that the efficacy of whitening is
both model-dependent and task-dependent. Al-
though we reproduced the result that whitening
does work for some models on STS tasks, it does
not work for other models. More importantly,
the effectiveness of the whitening operation is
restricted to STS tasks. For classification tasks,
whitening degrades embedding quality consistently
and sometimes with a large margin. The result is

1Here is the link to the Github for SentEval+

supported consistently for all the evaluated mod-
els and all the datasets in SentEval (Conneau and
Kiela, 2018). To further consolidate the surprising
results, we explored a variety of whitening oper-
ations, including Principal Component Analysis
(PCA) (Friedman, 1987), Cholesky matrix decom-
position (Siarohin et al., 2018), and Zero-Phase
Component Analysis (ZCA) (Bell and Sejnowski,
1997). Although some variants of whitening induce
different performances, the overall conclusion re-
mains unchanged.

A by-product of our research is an embedding
evaluation platform for LLMs, which we call
SentEval+, to streamline the evaluation of em-
bedding quality. LLMs are big and costly to run.
SentEval (Conneau and Kiela, 2018) provides a
platform for embedding evaluation on a variety
of models, tasks, and datasets. It works well on
smaller models such as BERT. To facilitate the
evaluation of LLMs on commodity machines, we
provide the embeddings for all sentences in our
evaluation datasets.

There is not much detailed comparison of the
performance of embeddings from OpenAI, maybe
partially due to the cost for API calls. We ob-
serve that embeddings from OpenAI are on par
with LLaMA overall. Another interesting observa-
tion is that LLaMA and LLaMA2 are very close in
terms of embedding performance.

Our work is important for both practitioners and
researchers in LLMs. For LLM providers such
as openAI, various post-processing are commonly
applied to the embeddings they serve. They may
want to serve different types of embeddings for
different tasks, with the understanding of our re-
sult. For researchers in the area, running on a va-
riety of LLMs is prohibitive computationally. Our
SentEval+ makes experiments feasible on commod-
ity machines.
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2 Whitening Transformations

LLM embeddings have the isotropy problem
(Timkey and van Schijndel, 2021; Kovaleva et al.,
2021; Rudman et al., 2022). Whitening is a post-
processing technique that converts spatially corre-
lated, anisotropic feature representations into un-
correlated, isotropic ones (Sasaki et al., 2023; Rud-
man and Eickhoff, 2024). For this purpose, whiten-
ing transforms the feature representations such that
the mean is centred at the origin, covariances are
eliminated, and the variance is normalized to an
identity matrix.

Given N number of sentence embeddings
x1, x2, . . . , xN . Let X = (x1, x2, . . . , xN )T ∈
RN×d, where d is the dimension of the embed-
dings. The covariance matrix for X is Σ =
(X−µ)(X−µ)T , where µ is the mean of {xi}Ni=1.
Whitening transformation is achieved using a ma-
trix W resulting in unit diagonal “white” covariance
var(Z) = I:

Z = W (X − µ) (1)

W =





UΛ− 1
2 PCA

UΛ− 1
2UT ZCA

LT Chol

VΘ− 1
2V T ZCA− Cor

VΘ− 1
2 PCA− Cor

(2)

W in Equation 1 varies as in Equation 2. The most
commonly used whitening operation is called PCA-
whitening, which is also the one used in the first
a few papers on the performance gain of whiten-
ing on LLMs. Since our initial result on PCA-
whitening shows the opposite for classification
tasks, and (Wang and Wu, 2023) reported differ-
ent behaviour of ZCA-whitening, we exhaustively
investigate all variations of whitening operations.

In Equation 2, Λ is the eigenvectors, and U
is the eigenvalues of the covariance matrix, i.e.,
Σ = UΛUT . The matrix L corresponds to the
Cholesky decomposition of the inverse of Σ, such
that LLT = Σ−1. The matrices V and Θ result
from the eigen decomposition of the correlation
matrix P , expressed as P = VΘ− 1

2V T , where V
is the eigenvector matrix and Θ contains the corre-
sponding eigenvalues.

3 Experiments

We experimented with 8 models on classification
and STS tasks. The embeddings are extracted from

Algorithm 1 Whitening Operations

1: Input: Embeddings {xi}Ni=1

2: Output: Transformed embeddings {x̃i}Ni=1

3: Compute the mean µ of {xi}Ni=1

4: Compute the covariance matrix Σ of {xi}Ni=1

5: Compute the correlation matrix P of {xi}Ni=1

6: Let U,Λ, UT = SVD(Σ)
7: Let V,Θ, V T = SVD(P )
8: Perform LLT = Chol(Σ−1)
9: Transform x̃i = (xi − µ)W using Eq. 2

the last layer of the BERT and LLaMA models,
following the practice described in (Reimers and
Gurevych, 2019). We also explored other pooling
strategies and observed similar pattern. Embed-
dings of SBert, AnglE, and SimCSE are generated
using their provided frameworks. While AnglE and
SimCSE typically use the CLS pooling method to
extract embeddings, which involves using the out-
put of the ’CLS’ token from the model to represent
the entire input sequence, SimCSE employs the
mean pooling method instead. For all mentioned
models, we used the original tokenizers. For gener-
ating ChatGPT embeddings, we choose the recent
text-small-3-embeddings.

Next, we employ the SentEval setting to evaluate
the embeddings. The classification setup involves
using an MLP (Multi-Layer Perceptron) classifier
with no hidden layers, utilizing the RMSprop opti-
mizer. We also experimented with other classifiers
including logistic regression, SVM, and Random
Forests. Although the accuracy of the classification
varies, the overall conclusion remains the same.
Following the practice in SentEval, we report ac-
curacy instead of F1 because the datasets are bal-
anced.

3.1 Classification Task
Table 1 and subplot A of Figure 1 summarize our
experiments on classification task. The surprising
result is that whitening transformations lead to de-
teriorated performance on classification tasks for
all models and all the datasets without exception.
What is more surprising is the large gap before and
after the whitening. The delta can be as large as
-11 in LLaMA models on the MR dataset. The gap
grows as the dimension increases–the models are
sorted by their dimension in increasing order.

To understand the whitening behaviour, we visu-
alize the embeddings before and after the whitening
in Figure 2. We can observe that, indeed, whiten-
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(A) Classification task. The performance is measured using accuracy per SentEval setting because all the
data sets are balanced.
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(B) STS task. The performance is measured using coefficient of Spearman’s correlation, expressed as a
percentage.

Figure 1: Whitening leads to a deterioration in classification tasks (subplot A), but demonstrates improvements
in STS tasks on some models (subplot B). The performance is the average of five whitenings, with shaded area
indicating the range.

Model Dim. MR CR SUBJ MPQA TREC MRPC SST-F Avg

# Samples 10,664 3,777 10,002 10,608 5,956 1,513 8,544

BERT (Devlin et al., 2019) 768 80.96 86.17 95.21 87.78 86.71 72.73 46.74 79.47
BERTW 78.79 82.21 93.25 85.59 83.67 67.54 42.44 76.28
SBERT (Reimers and Gurevych, 2019) 768 84.88 87.89 94.41 89.91 89.26 75.35 50.00 81.67
SBERTW 82.18 83.33 92.64 87.60 85.55 68.14 43.85 77.61
SimSCE (Gao et al., 2021) 768 82.40 87.90 94.66 89.35 83.59 74.52 48.26 80.10
SimSCEW 79.96 84.04 92.66 87.63 81.44 67.16 43.67 76.65
AnglEBERT (Li and Li, 2023) 768 81.42 88.42 94.17 89.50 82.66 75.52 44.88 79.51
AnglE-BERTW 80.22 84.19 92.50 87.47 82.80 68.28 43.41 76.98
ChatGPT (OpenAI, 2023) 1536 88.94 93.14 96.32 91.17 92.15 74.38 55.02 84.45
ChatGPTW 83.98 83.25 92.89 86.72 84.75 65.18 44.25 77.29
AnglELLaMA (Li and Li, 2023) 4096 90.40 93.00 95.84 91.97 90.66 77.24 51.98 84.30
AnglE-LLaMAW 79.82 72.26 86.88 81.18 67.63 68.79 37.62 70.45
LLaMA (Touvron et al., 2023a) 4096 87.08 90.36 96.55 88.60 90.27 71.95 46.34 81.45
LLaMAW 75.90 60.80 86.67 78.15 60.82 66.81 34.73 66.24
LLaMA2(Touvron et al., 2023b) 4096 87.09 89.24 96.19 88.25 89.30 72.25 47.39 81.39
LLaMA2W 76.02 61.33 86.29 78.26 60.98 66.82 35.11 66.40

Table 1: Classification task results of 8 models on 7 datasets in accuracy. Reported results derived from our
classification experiments based on SentEval settings. All datasets are binary except SST-F, which has 5 class labels.

ing makes features more independent but, at the
same time, makes the classification more difficult.
An interesting pattern is that fine-tuned models,

including SimCSE, SBert, AngleBERT, and An-
gleLLaMA, have a distinctive square shape, while
vanilla LLaMA and BERT models do not have that
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(A) 8 models embedding vs their whitenings

(B) ChatGPT embedding vs its five whitenings

Figure 2: Visualization of embeddings before and after
whitening. Dimensions are reduced using PCA.
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Figure 3: Improvement in Isotropy measured with
IsoScore due to Whitening on MR dataset.

pattern. That prompts us that ChatGPT may have
fine-tuned their embeddings, probably using the
same training data, i.e. SNLI.

3.2 STS Task

Our experiments reproduced the results that are
reported in (Su et al., 2021; Huang et al., 2021),
i.e., the whitening improves the embedding for
BERT. But that conclusion can not be extrapolated
to LLMs like AngleBERT, AngleLLaMA and Chat-
GPT. Our experiment also echoes the results from
(Zhuo et al., 2023), which shows that whitening
does not work on SimCSE. Not much work has
been done on the evaluation of whitening on Chat-
GPT and LLaMA. We find that it improves LLaMA
embedding while deteriorating ChatGPT embed-
ding. It seems that, overall, whitening does not
work for fine-tuned models.

3.3 Impact of Whitening on Isotoropy

Whitening transformation ensures data isotropy by
making the covariance matrix proportional to the
identity matrix, thus normalizing variance across
dimensions (Rudman and Eickhoff, 2024; Rudman
et al., 2022; Rajaee and Pilehvar, 2021). Traditional
isotropy metrics like average random cosine sim-

ilarity score, partition isotropy score, intrinsic di-
mensionality, and variance explained ratio are often
used in research to evaluate the isotropy of embed-
dings (Rudman et al., 2022). However, IsoScore
suggests these methods do not accurately measure
isotropy. IsoScore, which applies PCA to ensure
dimension independence and then assesses how
the normalized variance deviates from the identity
matrix, ranges from 0 to 1, indicating how uni-
formly data occupies the vector space (Rudman
et al., 2022). This makes IsoScore unique as it is
mean-independent, invariant to scalar changes in
the covariance matrix, and rotation-proof, offering
linear scalability with dimensionality and stability
across distributions with highly isotropic subspaces.
Therefore, we use IsoScore to assess the isotropy
of our embeddings in this study (Rudman et al.,
2022).

Our results demonstrate that whitening signifi-
cantly reduces isotropic bias, as evidenced by the
improved IsoScore depicted in Figure 3. How-
ever, enhancing isotropy does not necessarily trans-
late to improved performance in machine learn-
ing tasks. For instance, as shown in Figure 3, the
IsoScore for the LLaMA2 embeddings increased
to nearly 1 following whitening. This means
that initially, the LLaMA2 embeddings exhibited
a very low IsoScore, close to 0, indicating se-
vere anisotropy. After whitening, the embeddings
achieved a near-perfect isotropic distribution, re-
flected by an IsoScore of 1.

We also observe from Figure 3 that vanilla meth-
ods, such as LLaMA and BERT, experience a
higher degree of improvement in their IsoScore
compared with fine-tuned models such as SBERT
and SimCSE. Suggesting that the low improvement
in IsoScore of ChatGPT embeddings is a result of
fine-tuning on NLI datasets.

4 Conclusion

We show that the performance of whitening is
model-dependent and task-dependent. For clas-
sification tasks, we do not recommend to apply
whitening. For STS tasks, the performance varies
from model to model. We conjecture that it works
only for LLMs before fine-tuning. Also, the tech-
nical details of ChatGPT remain to be a mystery.
Based on its reaction to the whitening operation,
we can infer that it may be fine-tuned, probably
using NLI data. Another contribution of our work
is an embedding evaluation platform for LLMs.
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