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Abstract

With the advancement of large pretrained lan-
guage models (PLMs), many question answer-
ing (QA) benchmarks have been developed
in order to evaluate the reasoning capabilities
of these models. Augmenting PLMs with ex-
ternal knowledge in the form of Knowledge
Graphs (KGs) has been a popular method to
improve their reasoning capabilities, and a com-
mon method to reason over KGs is to use
Graph Neural Networks (GNNs). As an al-
ternative to GNNs to augment PLMs, we pro-
pose a novel graph reasoning module using
Vector Symbolic Algebra (VSA) graph repre-
sentations and a k-layer MLP. We demonstrate
that our VSA-based model performs as well as
QA-GNN, a model combining a PLM and a
GNN-module, on 3 multiple-choice question
answering (MCQA) datasets. Our model has
a simpler architecture than QA-GNN and also
converges 39% faster during training.

1 Introduction

Models that perform question answering tasks re-
quire some amount of knowledge, whether it is
structured or implicit, about the concepts to be
reasoned over. Modern large pretrained language
models (PLMs), linguistic knowledge is implicit
in the token embeddings that have been learned
using a self-attention mechanism on large text cor-
puses to perform next-token prediction (Vaswani
et al., 2017). With enough model parameters and
training data, these PLMs have been successful in
a wide range of question-answering and reasoning
benchmarks. However, when analyzing deductive
reasoning performance, i.e. the ability to learn
and generalize from logic rules, smaller PLMs like
BERT and RoBERTa demonstrate inconsistent per-
formance (Yuan et al., 2023).

As a result, there have been many studies that
work to integrate external, structured knowledge
and reasoning modules with PLMs to perform more

reliable logical reasoning. One type of knowledge
structure that is commonly used are knowledge
graphs (KG), due to their suitability for symbolic
reasoning (Lan et al., 2021). Graph Neural Net-
works (GNNs) are deep learning networks that
have gained popularity for reasoning over graph-
structured data. Consequently, methods that inte-
grate KGs with PLMs often also use GNNs (Ye
et al., 2022). One recent approach to combin-
ing these techniques is captured by the QA-GNN
(Yasunaga et al., 2021), which is able to answer
multiple-choice questions by scoring the plausibil-
ity of each question answer.

Rather than using GNNs to model structured
data, our model, QAVSA, uses a lesser known
method, Vector Symoblic Algebras (VSAs; also
known as Vector Symbolic Architectures), to rep-
resent and combine high-dimensional concept vec-
tors in a structured way. The integration of PLMs
and VSAs has not been previously proposed, to our
knowledge. As a result, the focus of this paper is
to perform a comparison between our VSA-based
method and the GNN-based method of QA-GNN
for improving reasoning capabilities of PLMs in
the context of multiple-choice question answering.

Specifcally, we compare the performance of
QAVSA and QA-GNN on CommonsenseQA (Tal-
mor et al., 2019), OpenbookQA (Mihaylov et al.,
2018), and MedQA-USMLE (Jin et al., 2021), with
the first two datasets being focused on common-
sense reasoning, and the latter focusing on domain-
specific medical questions.

The main contributions of this paper are: 1) a
novel combination of PLM text encoders and VSAs
that performs as well as an analgous GNN-based
method on three MCQA datasets while training
faster; 2) a comparative evaluation of different
VSAs and PLMs used in the model; 3) a study
on ablation and variations of the model architec-
ture and graph embedding representations; and 4)
a new VSA-specific method of analyzing model
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explainability.

2 Related Work

Many of the top performing models on MCQA
benchmarks involving reasoning are larger 10B or
100B+ parameter PLMs. High performance can
come from fine-tuning on MCQA datasets as has
been shown with UnifiedQA (Khashabi et al., 2020)
and UNICORN Lourie et al. (2021). High perfor-
mance with these models has also been shown to
be achievable with prompting techniques including
few-shot prompting (Anil et al., 2023), Chain-of-
Thought prompting with self-consistency (Huang
et al., 2023a), and ensemble refinement (Singhal
et al., 2023).

More relevant to our research, several ap-
proaches have been proposed to integrate external
knowledge graphs with PLMs in order to make
use of more domain-specific structured knowledge.
These include KEAR (Xu et al., 2022) and DEK-
COR (Xu et al., 2021), which use a PLM and
knowledge retrieved from an external KG and Wik-
tionary to train an attention mechanism on these
external knowledge bases and PLM representations
to improve commonsense reasoning.

Similarly, KagNet (Lin et al., 2019) performs
commonsense reasoning by grounding the con-
cepts within each question-answer (QA) pair of
multiple-choice datasets to extract subgraphs from
an external knowledge graph. KagNet then uses
a combination of Graph Convolutional Networks,
LSTM-based relational path encodings, and a path-
based attention mechanism to identify important
reasoning paths to generate graph vector encod-
ings for each QA pair to subsequently score them.
Adopting similar graph preprocessing to KagNet,
MHGRN (Feng et al., 2020) performs multi-hop,
multi-relation reasoning by using multi-hop mes-
sage passing from Relational Graph Convolutional
Networks, structured relational attention, and node
attention pooling to generate its graph representa-
tions and score QA pairs.

Another family of models that also use the same
graph processing above stem from the QA-GNN
(Yasunaga et al., 2021) model. QA-GNN fuses a
PLM representation of the QA context as a node
into the QA subgraphs. Using a Graph Attention
Network (GAT), QA-GNN updates the subgraph
concept embeddings, including the QA context
node and edge weights. The initial PLM QA con-
text representation, along with the final graph rep-

resentation of the QA context and graph concept
attention pooling is used to score the QA pairs.
This method is refined in GreaseLM (Zhang et al.,
2021) in which the PLM token and graph node
modalities of the QA context are mixed over sev-
eral layers to simultaneously update the PLM and
GNN concept embeddings. Further refinements are
made in DRAGON (Yasunaga et al., 2022a), where
the cross-modal encoder from GreaseLM is pre-
trained in a self-supervised fashion to perform both
masked language modeling and KG link prediction.
Our QAVSA model uses similar pre-processing to
QA-GNN but with a different representation of the
graph. Consequently, most of our direct compar-
isons are to QA-GNN.

There exist other models that use external KGs
but are not GNN-based, such as GSC (Wang et al.,
2022) and MVP-Tuning (Huang et al., 2023b).
GSC uses a simple graph neural counter to reduce
the node and embeddings to one dimension and
performs GNN-like embedding updates on these
single values. MVP-Tuning makes use of semanti-
cally similar QA pairs in the training set to improve
knowledge retrieval and tunes prompt tokens of the
PLM by using the QA context and retrieved KG
triplets as input to the PLM.

3 Vector Symbolic Algebras

Vector Symbolic Algebras (VSAs) are defined by
a set of three vector operations that are useful
for building up structured vector representations.
These include the similarity, bundling (or collect-
ing), and binding operations. There are a wide
variety of possible choices for these operations,
but we consider only two sets of operators, those
for Holographic Reduced Representations (Plate,
1995) and for Vector-derived Transformation Bind-
ings (Gosmann and Eliasmith, 2019).

A similarity operation is necessary to compare
different vectors within the VSA space, and it is of-
ten computed with a normalized vector dot product,
i.e., cosine similarity. For two VSA-encoded vec-
tors x,y ∈ Rd, this is defined as s(x,y) = <x,y>

∥x∥·∥y∥ .
Both HRRs and VTBs use this similarity operator.

A bundling operation is used to represent a set
of objects and is usually defined by element-wise
addition. Thus, the bundling of x,y ∈ Rd can by
defined by S(x,y) = x+ y. In a VSA, this oper-
ation should result in a new vector that is similar
to both x and y, as is the case with element-wise
addition. Both HRRs and VTBs use this bundling
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operator.
A binding operation, is used to combine two

symbols together in a single representation, which
is often used to represent slot-filler pairs. In HRRs,
circular convolution is used as a binding operator,
defined by

(x⃝∗ y)i :=

d∑

j=1

xjy((i−j)modd)+1, i ∈ {1, 2, ..., d}.

A desired property of a binding operator is that the
resulting vector from x⃝∗ y should be dissimilar
to both x and y. Also, an unbinding operation,
or a pseudo-inverse to binding should exist. With
circular convolution, this is done by binding the
pseudo-inverse of the given operand: (x⃝∗ y)⃝∗ −1

y ≈ x⃝∗ y⃝∗ y+ ≈ x. For HRRs the approximate
inverse to y is y+ := (y1, yd, yd−1, ..., y2)

⊤ (Plate,
1995).

Since circular convolution is commutative, there
is no directional relation to two bound vectors in the
HRR VSA. In contrast, VTB has a non-associative
and non-commutative binding operation defined on
vectors x,y ∈ Rd. Specifically, given d

1
2 = d′ ∈

N>0, we have

x⃝∗ y := Vyx =




V
′
y 0 0

0 V
′
y 0

0 0
. . .


x

, where

V
′
y = d

1
4




y1 y2 · · · yd′

yd′+1 yd′+2 · · · y2d′
...

...
. . .

...
yd−d′+1 yd−d′+2 · · · yd


 .

The approximate inverse to y is y+, where the
elements of y are permuted such that Vy+ = V⊤

y .
The VTB binding operation has only right in-

verses and identities, so there exists an alternative
Transposed VTB (TVTB) algebra, with two-sided
inverses and identities with the following binding
operation:

x⃝∗ y := V⊤
y x =




V
′⊤
y 0 0

0 V
′⊤
y 0

0 0
. . .


x

where V
′
y is the same as in VTB.

Plate (1995) initially proposed the HRR VSA
in order to represent complex compositional struc-
tures, specifically ones used for language process-
ing and reasoning, with distributed representations

like neural networks. Jackendoff proposed four
linguistic challenges involving how to neurally rep-
resent the compositional structure and rules of lan-
guage that previously divided linguistic theory and
connectionist cognitive neuroscience. VSAs solve
these four problems (Gayler, 2004), which supports
the idea that VSAs are useful in studying linguis-
tics and reasoning within the context of neural net-
works. For example, VSAs have been used in neu-
ral models to represent lexical relations and recur-
sively structured sentences successfully (Crawford
et al., 2016). The quality of structural representa-
tion and mathematical ability to query information
from these VSA representations naturally lends
this method to QA tasks where representing and
extracting relational information pertaining to a set
of concepts is necessary.

As a simple example, a scene of a dog holding
a stick could be represented with VSAs in a slot-
filler fashion as: scene = subject ⃝∗ dog +
verb ⃝∗ holds + object ⃝∗ stick , given the
slot vectors subject,verb,object ∈ Rd and
filler vectors dog,holds, stick ∈ Rd. One could
then query the subject of the scene with unbinding:
scene⃝∗ subject+ ≈ dog + noise, which can
be cleaned up to the exact dog vector by finding
the VSA vector in the vocabulary with the highest
similarity to the result. We use these techniques for
representing structure to capture concept relations
in a knowledge graph to propose a novel question
answering neural network model.

4 Methods

Given a multiple-choice question q and an answer
option a, as in QA-GNN (Yasunaga et al., 2021),
the purpose of the model is to score the plausibility
of each (q, a) pair from the set of all answer op-
tions by performing joint reasoning using a (q, a)
context, z, generated from a PLM text encoder, and
a working graph Gw that contains relations and
concepts pertaining to each specific (q, a) pair. In
QA-GNN, the graph reasoning portion of the model
consists of a specific type of GNN called a Graph
Attention Network (GAT; Velickovic et al. (2018)).
As a replacement for the GAT in QAVSA, a single
VSA vector representation of the (q, a) graph is
generated. This representation is used as input to a
simple k-layer MLP to realize the graph reasoning
portion of QAVSA. Using this learned MLP along
with the PLM (q, a) context embeddings, the (q, a)
pair is scored, as shown in Figure 1.
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Figure 1: QAVSA model outline. The QA context, [q|a], is inputted to a PLM to generate an LM Encoding for
the context and is also used to generate a KG subgraph. The LM encoded QA context is added to the graph,
and the graph is converted to a single vector using VSA. The VSA representation is feed through a k-layer MLP,
concatenated with the original QA context encoding, and passed through a single FF layer to score the QA pair.

4.1 Graph Data Pre-processing

To generate the working graph Gw, we follow the
exact pre-processing technique described in Lin
et al. (2019). The external domain-specific or world
knowledge relevant to the answer question task is
defined by a knowledge graph G = (V,E) made
up of a set of nodes, V , and a set of directed edges
to capture relations, E ⊆ V ×R× V , connecting
the nodes with relation types from the set R.

The nodes of the working subgraph Gw are se-
lected by first linking the concepts from the ques-
tion, Vq, and from the answer, Va, to nodes in G,
where Vq ∪ Va = Vq,a ⊂ V . All of the nodes on
a 2-hop path between the nodes in Vq,a, i.e., all
nodes in V related to two of the nodes in Vq,a are
also included in the working graph, producing Vw.
Finally, Vw is pruned down to 200 nodes by scoring
the relevance of each node to the (q, a) pair using a
PLM as described in Yasunaga et al. (2021). All of
the edges connecting each pair of nodes in Vw, de-
fined as Ew ⊂ E, are included in the final working
graph, Gw = (Vw, Ew).

Following Yasunaga et al. (2021), the initial
1024-dimensional embeddings of these nodes are
defined by feeding each triple composed of a head,
relation and tail entity, (h, r, t) ∈ Vw × R × Vw,
as a sentence into a PLM text encoder. The repre-
sentations for each concept are pooled using the
corresponding portion of each triple that they ap-
pear in. Computing relation embeddings r in Ya-
sunaga et al. (2021) in this way was unnecessary, as
they represent the relation type as a one-hot vector
for their GNN module. However, in our approach,
each relation is a distributed representation, r, so
we use an initial vector embedding computed in
the same way as each graph concept embedding is

computed.
Feng et al. (2020) provide embeddings computed

for each concept in the graphs used. However, these
embeddings do not include relations. As a result,
we computed all embeddings following the process
defined in Lin et al. (2019).

4.2 Model
Given the working graph for a (q, a) pair,
Gw = (Vw, Ew), and initial concept and rela-
tion embeddings vi, i ∈ [0, 1, . . . , |Vw|], rj, j ∈
[0, 1, . . . , |R|], the VSA representation of a given
triple can be computed as follows. For triple
triplek = (hk, ek, tk), k ∈ [0, 1, . . . , |Ew|], where
hk, ek, tk specifies the type of entity for the head,
relation, and tail of the triple, respectively, we
bind each of the elements together using the bind-
ing operation of the given VSA: triplekvsa =
vhk

⃝∗ rek ⃝∗ vtk . The working graph VSA rep-
resentation can be calculated by adding up all the
triple VSA representations in the graph:

gvsa =

|Ew|∑

k=1

triplekvsa =

|Ew|∑

k=1

vhk
⃝∗ rek ⃝∗ vtk .

Since circular convolution is commutative,
triplekvsa does not contain information on the
direction of the relation, so a specific permutation
σ can be applied to either the head or tail element
of each triple to specify the directionality of the re-
lation. To query this triple for a permuted concept,
σ−1 is applied after unbinding.

Given a QA input for question q and answer
option a, an LM representation of the context
is generated with a pretrained encoder to gen-
erate LM(q|a) = z. We can also integrate z
into gvsa, analogous to Yasunaga et al. (2021),
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by forming new triples that bind z with two
new defined relation SPs, IsAnswerConcept and
IsQuestionConcept, along with the correspond-
ing answer and question concepts in gvsa. These
triples are then added to gvsa like usual.

For example, the question in the CSQA dataset
"What is the primary purpose of cars?" has the
answer options {cost money, slow down, move
people, turn right}, with the correct answer being
"move people". The subgraph for the QA con-
text [What is the primary purpose of cars? move
people] has question concepts Vq = {PURPOSE,
CAR, PRIMARY, CARS}, answer concepts Va =
{PEOPLE, MOVE, MOVE_PEOPLE}, and many
intermediate concepts, along with a set of triples,
E = {(MOVE, ANTONYM, STOP), (CAR, CA-
PABLEOF, GO_FAST), . . . }. The graph VSA vec-
tor is computed as

gvsa =

(MOVE⃝∗ ANTONYM⃝∗ STOP)vsa
+

(CAR⃝∗ CAPABLEOF⃝∗ GO_FAST)vsa
+ . . .

gvsa is then used as the input to a k-layer
MLP with dropout and layer normalization,
MLP (gvsa) = g∗

vsa, and is responsible for learn-
ing to update the VSA representations within the
graph vectors to solve the task (see Figure 1).

A plausibility score, i.e. the probability of an-
swer a being correct, is computed with p(a|q) ∝
exp(FF (z

⊕
g∗
vsa)), where the initial QA context

z is concatenated with the final graph VSA rep-
resentation, g∗

vsa, and is passed through a final
feedforward layer.

During training, the cross entropy between the
plausibility scores of all answer options are com-
puted, and are backpropagated through both the
LM and VSA MLP components of the model.

5 Experiments

In order to perform a comparison to QA-GNN,
we evaluate QAVSA on the same three datasets
that were used to evaluate QA-GNN in Yasunaga
et al. (2021). However, we hyperparameter tune
our model rather than keeping parameters the same
as those used in QA-GNN to maximize accuracy
on the benchmark development splits.

5.1 Datasets

CommonsenseQA (CSQA) (Talmor et al., 2019)
is a 5-way multiple choice commonsense reasoning
task that requires different types of commonsense
knowledge. The dataset has 12,102 questions, and
the inhouse train/dev/test split is adapted from Lin
et al. (2019) as 8500/1221/1241.

OpenbookQA (OBQA) (Mihaylov et al., 2018)
is a 4-way multiple choice dataset aiming to as-
sess human understanding of a subject in an open-
book setting. The dataset consists of a list of
1326 science facts along with 5957 elementary
school science questions with a train/dev/test split
of 4957/500/500.

MedQA-USMLE (MedQA) (Jin et al., 2021)
is a 4-way multiple choice dataset based on ques-
tions from the United States Medical License Ex-
ams (USMLE). The english version of the dataset
has 12,723 questions, with a train/dev/test split of
10178/1272/1273.

For CSQA and OBQA, the external KG used
is ConceptNet (Speer et al., 2017). ConceptNet
consists of 799,273 common words or phrases con-
nected by edges of 17 different merged relation
types, after preprocessing. The method to initialize
the concept and relation embeddings for Concept-
Net are also described in Section 4.1, and uses
PLMs BERT-large or RoBERTa-Large. Following
Yasunaga et al. (2021), RoBERTa-Large is he PLM
used to encode the QA contexts in QAVSA for
CSQA, and AristoRoBERTa (Clark et al., 2020) is
used for the QA contexts for OBQA.

The external KG used for MedQA is the Unified
Medical Language System (UMLS; Bodenreider
(2004)), a popular biomedical knowledge base with
300K nodes, 1M edges, and 98 relation types. The
PLM encoder used to generate concept and relation
vector embeddings is BioLinkBERT, following Ya-
sunaga et al. (2022a), which is a specific version
of LinkBERT that utilizes medical document hy-
perlinks. BioLinkBERT is pretrained on PubMed
with citation links to perform both masked lan-
guage modeling and document relation prediction
(Yasunaga et al., 2022b).

5.2 Implementation and Training Details

Because we had to recompute concept embeddings
for ConceptNet and UMLS, we reproduced results
from QA-GNN with these new embeddings as a
baseline. The LM and MLP learning rates and
learning schedule for QA-GNN are kept to their
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Model IH Dev. Acc. IH Test Acc. (%)
RoBERTa-Large* (w/o KG) 76.27 (±0.45) 70.23 (±0.80)

+QA-GNN* 75.97 (±0.64) 71.88 (±1.11)
+QAVSA 76.61 (±0.54) 70.56 (±0.72)

Table 1: Accuracy and standard deviation on CSQA inhouse dev. and test splits. Reproduced results (*) use
reproduced node embeddings and all results are averaged over 5 different seeds.

Model Dev. Acc. (%) Test Acc. (%)
AristoRoBERTa* (w/o KG) 81.32 (±0.61) 81.00 (±0.65)

+QA-GNN* 81.92 (±0.78) 80.36 (±1.63)
+QAVSA 81.76 (±1.41) 81.92 (±0.88)

Table 2: Test accuracy on OBQA. Reproduced results (*) use reproduced node embeddings and all results are
averaged over 5 different seeds.

original values for all three datasets since their
model training proved to be unstable with the pa-
rameters that were optimized for QAVSA. The
number of training epochs for QA-GNN are 15,
40, and 30 for CSQA, OBQA, and MedQA, re-
spectively, to match the original amount epochs,
whereas QAVSA is trained for 15 epochs on each
dataset. As a baseline to both QA-GNN and
QAVSA model results, we reran our model con-
sisting of only the PLM encoder and final layer
scoring components, with all other parameters re-
maining unchanged.

Hyperparameter tuning was done using a Tree-
structured Parzen Estimater as a sampler for both
OBQA and CSQA. The variables optimized during
tuning and final model parameter values are shown
in Appendix A.1 in Tables 7 and 6, respectively.

Although the QA-context embedding, z, is
added to the graph in Figure 1, the QAVSA re-
sults in Section 6.1 are produced from a version of
QAVSA that uses working graphs without adding
z to them.

6 Results

6.1 Main Results

As shown in Table 1, QAVSA has an improvement
in mean accuracy of 0.34% and 0.61% compared
to QA-GNN and RoBERTa-Large, respectively, on
the CSQA inhouse dev. split. On the inhouse test
split however, QA-GNN outperforms QAVSA by a
difference of 1.32% and improves upon the base-
line by 1.65%.

On the OBQA dataset, QA-GNN has the best
performance on the dev. split with a mean accuracy
of 81.92%, as seen in Table 2. QAVSA is close

Figure 2: Mean accuracy of QA-GNN, QAVSA using
our tuned LR schedule, and QAVSA using the LR sched-
ule of QA-GNN on the CSQA dev. split for each epoch,
averaged over 5 seed runs.

behind with a mean accuracy of 81.76%, which is
a 0.44% increase compared to the AristoRoBERTa
baseline. However, on the test split QAVSA out-
performs QA-GNN by a larger margin with a mean
accuracy of 81.92%, which is a 0.92% improve-
ment on the AristoRoBERTa baseline and a 1.56%
improvement over QA-GNN.

As shown in Table 3, QAVSA outperforms QA-
GNN and the BioLinkBERT baseline on MedQA
by a mean accuracy of 0.37% and 0.61%, respec-
tively, on the dev. split and by 0.42% and 1.16%,
respectively, on the test split.

Also, as shown in Figure 2, QAVSA converges
faster during training. On average, it takes 11.2, 8.8,
and 6.8 epochs to reach within 5% of each run’s
maximum accuracy for QA-GNN, QAVSA (QA-
GNN LR schedule), and QAVSA (our LR sched-
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Model Dev. Acc. (%) Test Acc. (%)
BioLinkBERT* (w/o KG) 43.55 (±0.08) 43.96 (±0.12)

+QA-GNN* 43.79 (±0.31) 44.7 (±0.47)
+QAVSA 44.16 (±0.57) 45.12 (±0.70)

Table 3: Test accuracy and standard deviation on MedQA. Reproduced results are denoted with * and all results are
averaged over 3 runs.

ule), respectively. Demonstrating that QAVSA can
be trained 39% faster than QA-GNN.

Overall, these results suggest that QAVSA per-
forms similarly to QA-GNN, but has a significantly
faster convergence time during training.

6.2 Model Variations and Ablation
Results of several QAVSA model variations on the
OBQA benchmark are shown in Table 4, with all
other architecture parameters in Table 6 kept con-
stant. The QAVSA result in Table 4 corresponds
to the results of one of the five seeds from Table 2.
Including the QA context into the working graph
drops the dev. and test accuracy by ∼ 3%, suggest-
ing that for this parameter configuration, dynami-
cally updating the graph representation in this way
either muddles the original graph representation, or
creates a VSA representation that is more difficult
to learn by the neural network.

Introducing directionality in the VSA triples by
means of permutation on the head or tail entities
in the triple does not improve accuracy, which in-
dicates that binding through circular convolution
stores enough semantic information from the graph
for the task. Furthermore, the HRR VSA is supe-
rior to other non-commutative algebras like VTB
and TVTB with this architecture, with improve-
ments of 1.6% and 2.2% in dev. accuracy and 3.2%
and 1.4% in test accuracy, compared to VTB and
TVTB, respectively.

Applying normalization to the graph VSA vec-
tors only drops performance when the concept vec-
tors are also normalized. This indicates that includ-
ing some type of information of the magnitude of
either the graphs or concepts in the VSA vectors
is useful for question answering. Not normalizing
both graphs and concepts resulted in graph VSA
vectors with too wide of a magnitude range for
stable training.

Also, BERT performs fairly similarly to
RoBERTa in initializing concept and relation em-
beddings (Section 4.1), with a drop in accuracy
only on the dev. split.

Results for an ablation study on the OBQA

benchmark are shown in Table 5. Replacing BERT-
encoded relation embeddings with random unit-
length 1024-D vectors, with a maximum similar-
ity to the concept vocabulary of 0.3, dropped the
test accuracy by 2%. However, the dev. accuracy
remained fairly consistent, suggesting that the dis-
similarity of the relation vectors may be enough to
properly represent the semantics of the graph.

Removing node pruning, so that all the nodes
and respective edges are included subgraph rather
than just the top 200 nodes, dropped test accuracy
the most significantly, which may suggest that the
extra nodes included in the graph vectors did not
add triples useful to reasoning over the question
and answer concepts.

Layer normalization between the VSA MLP lay-
ers also seems to be important for learning over
these graph representations, as seen in the 1.8%
drop in dev. and test accuracy when it is removed.

6.3 Explainable Graph VSA Representations
We can analyze the effectiveness of the MLP por-
tion of QAVSA by computing the similarities of
each triple VSA vector in a graph to the initial
graph vector, gvsa, and the final graph vector,
g∗
vsa = MLP (gvsa) using the similarity opera-

tor defined in Section 3. Such similarities can
be used to determine which triples become the
most prominent in the graph vector through the
MLP transformation. In the top 20 most sim-
ilar triples from the initial graph representation
in Section 4.2, we find triples relating to the con-
cept CAR, such as (CAR, RELATEDTO, DRIVE),
(MOTOR, RELATEDTO, CAR), and (STOP, RE-
LATEDTO, CAR), but it does not contain any
triple relating the answer "move people". After
the MLP, however, in the top 20 most similar
triples to g∗

vsa, the triples (STREET, USEDFOR,
TRANSPORTATION), (TRANSPORTATION, RE-
LATEDTO, CAR), and (STREET, RELATEDTO,
CARS) appear. Given that the concept TRANS-
PORTATION is closely related to the answer "move
people" and does not appear in the most similar ini-
tial triples, we can see that the g∗

vsa attends more to
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Model Version Dev. Acc. (%) Test Acc. (%)
QAVSA 82.6 83.4

+ QA-context 79.8 80.2
+ Permutation (head) 81.8 82.6
+ Permutation (tail) 81.6 83.2

+ Graph norm 81.6 82.4
+ Graph norm - Concept not norm 83.0 82.8

RoBERTa Embeddings 81.0 83.4
VTB 81 80.2

TVTB 80.4 82.0

Table 4: Accuracy of different model variations on dev. and test splits of OBQA.

Model Version Dev. Acc. (%) Test Acc. (%)
QAVSA 82.6 83.4

− BERT rels 82.4 81.4
− Node Pruning 82 80.4
− Layer Norm 80.8 81.6

Table 5: Accuracy on OBQA of ablation study. The
minus sign (−) indicates what was removed.

concepts and reasoning paths necessary for answer-
ing the question. Since the learned graph transfor-
mations are not perfect, some unrelated triples do
appear in g∗

vsa, such as (CHROME, RELATEDTO,
METAL) and (FERRY, RELATEDTO, MOVE).

This method of analysis can also explain in-
correct answers produced by the model. For the
question from the CSQA dev. split, "What do
audiences clap for?", QAVSA predicted the an-
swer to be "hockey game" rather than the cor-
rect label "show". Looking at the 20 most sim-
ilar triples in g∗

vsa for the answer option "show",
there are triples relating to AUDIENCE and SHOW,
like (AUDIENCE, RELATEDTO, THEATRE) and
(PROGRAM, RELATEDTO, SHOW), but there
are no triples related to CLAP. Looking at the 20
most similar triples to g∗

vsa for the answer option
"hockey game", a reasoning path can be drawn with
(SPORT, RELATEDTO, PLAY), (PLAY, RELAT-
EDTO, EVENT), (BEAT, RELATEDTO, EVENT),
and (CLAP, HAS_SUB_EVENT, BEAT). Two dif-
ferent definitions of BEAT are used in the prior
triples, making the reasoning path illogical. The
concept "CLAP" appears in 3 out of the top 20
triples for answer option, thus potentially leading
QAVSA to choose this option as the most correct
answer. With this particular example, this VSA-
style analysis suggests that QAVSA may attend to
multiple meanings of the same concept incorrectly,

which could be useful information for finetuning
the method further or applying it to other tasks.

7 Discussion

On the CSQA and OBQA datasets, there is no
definitive top performer between QA-GNN and
QAVSA due to the fact that both models have the
best performance on one of the dataset splits. The
accuracy of QA-GNN is slightly lower than PLM
baseline for the CSQA inhouse dev. split and the
OBQA test split, and this is most likely due to a
combination of larger variance of model accuracy
between seeds along with the fact that the model
learning rate was not tuned for our recomputed
concept embeddings.

For MedQA however, QAVSA slightly outper-
forms QA-GNN on both the dev. and test splits.
MedQA is a significantly harder than CSQA and
OBQA due to the nature of the in-depth medical
questions asked. This is evidenced by the differ-
ence in accuracy of more than 30% compared to
CSQA and OBQA. This more consistent perfor-
mance increase may suggest that the increased se-
mantic complexity of the concepts and relations in
UMLS benefit more from the structured VSA repre-
sentations generated and reasoned over in QAVSA
rather than using multi-relational GNNs to update
concept embeddings.

Although QAVSA does not consistently outper-
form QA-GNN, the architecture is much simpler
than the Graph Attention Network in QA-GNN as it
feeds VSA vectors into standard MLP layers. There
is no requirement to use node embeddings matri-
ces during computation along with linear and non-
linear transformations on node and relation type
embeddings to perform message passing between
concepts. Also, there is no requirement to use
graph attention layers to create attention weights
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on the relations between concepts. In QAVSA, the
attention on the relational edges within the graph
arises naturally and can be analyzed as shown in
Section 6.3.

Additionally, the QAVSA memory requirements
for its graph representation is constant at the di-
mensionality of the VSA vector, d. This compares
favorable to GNNs that require an N × d node em-
bedding matrix and an N × N adjacency matrix.
For these benchmarks, QA-GNN requires graphs
with exactly 200 nodes for each QA pair. If one
wanted to scale up the number of nodes in the graph
significantly, the memory resources required would
grow quadratically. In contrast, with an increase in
the number of graph nodes and edges, the memory
requirements for QAVSA are constant.

8 Conclusion

We presented QAVSA, a new type of model
that leverages VSA-represented knowledge graphs
along with general linguistic knowledge from
PLMs to perform reasoning on MCQA benchmarks.
Through a direct comparison to the GNN-based
model QA-GNN, we exhibit the ability of QAVSA
to perform similarly to QA-GNN on three datasets,
while using a simpler k-layer MLP reasoning mod-
ule. We also demonstrate faster convergence dur-
ing training than QA-GNN and highlight the ex-
plainability of our model outputs through our VSA
graph representations.

For future study, our method of representing
knowledge graphs with VSAs could be useful in
a wide variety of knowledge graph QA tasks in-
volving information retrieval, like multi-hop rea-
soning (Lan et al., 2021). There are many other
ways that KGs are integrated into LLMs, such as
using them to augment LLM input or using them
as training objectives during LLM pretraining, so
having an efficient VSA representation of these
KGs may be beneficial to these methods (Pan et al.,
2024). GNNs are also widespread for tasks out-
side of natural language processing, such object de-
tection, chemical reaction prediction, and disease
classification, and it is worthwhile to determine if
our VSA-based approach is useful for representing
structures that are not linguistic (Zhou et al., 2020).

Limitations

Our method depends on already constructed knowl-
edge graphs (i.e., ConceptNet, UMLS), and specifi-
cally with these benchmarks, a predefined subgraph

generation process. Thus, the quality of our graph
VSA representations for question answering tasks
is dependent on the quality of the initial graph con-
struction.

Similarly, the quality of the intitial concept
and relation embeddings is of great importance.
If the concept vector embeddings are too low-
dimensional, have large variance in their magni-
tude, or are too similar to each other, the individual
triple or graph VSA representations may not be
able to contain many graph triples.

Ethical Concerns

Our proposed model uses pretrained language mod-
els, and because of this, any biases or stereotypes
in their training data may be reflected in model
outputs.

Broader Impact

The augmentation of PLMs with GNNs is
widespread, so many further studies could be con-
ducted to compare this VSA-based method to any
of these models. Also, this paper encourages the
exploration of augmenting large language models
using VSAs outside the context of KGs and GNNs.
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A Appendix

A.1 Model Parameters
Final model and training parameters are shown in
Table 6. The parameters optimized for OBQA are
also used for MedQA. k specifies how many layers
the MLP will have. LR schedule cycles defines
how many cosine periods are in the LR schedule.
The encoder learning rate (LR) specifies the LR for
whatever PLM is in use to encode the QA context,
and the decoder LR applies to all other components
of the model. The unfreeze epoch defines after how
many epochs do the PLM weights unfreeze. The
ranges for these variables during hyperparameter
tuning are shown in Table 7.
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Variable CSQA Value OBQA Value MedQA Value
k 5 4 4

Epochs 15 15 15
LR Schedule cosine w/ restarts cosine w/ restarts cosine w/ restarts

LR Schedule Cycles 1 2 1
Warmup Steps 200 200 200

Batch Size 64 64 64
Mini Batch Size 8 8 2

Encoder LR 1.77e-5 4.17e-5 4.17e-5
Decoder LR 3.71e-2 3.41e-2 3.41e-2

Unfreeze epoch 3 3 3
Dropout (VSA MLP) 0.2 0.4 0.4
Dropout (final layer) 0.4 0.8 0.8

Table 6: Model parameter values on all experiment datasets.

Variable Range
k {3, 4, 5}

LR Schedule Cycles {1, 2, 3}
Encoder LR [1e-7, 5e-4]
Decoder LR [1e-5, 5e-2]

Unfreeze epoch {0, 3, 6}
Dropout (VSA MLP) {0.2, 0.4, 0.6, 0.8}
Dropout (final layer) {0.2, 0.4, 0.6, 0.8}

Table 7: Variable ranges for hyperparameter tuning for CSQA and OBQA.
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