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Abstract

We present novel results in legal text simplification for Russian. We introduce the first dataset for such a task in
Russian - a parallel corpus based on the data extracted from “Rossiyskaya Gazeta Legal Papers”. In this study we
discuss three approaches for text simplification which involve T5 and GPT model architectures. We evaluate the
proposed models on a set of metrics: ROUGE, SARI and BERTScore. We also analysed the models’ results on
such readability indices as Flesch-Kinkaid Grade Level and Gunning Fog Index. And, finally, we performed human
evaluation of simplified texts generated by T5 and GPT models; expertise was carried out by native speakers of
Russian and Russian lawyers. In this research we compared T5 and GPT architectures for text simplification task
and found out that GPT handles better when it is fine-tuned on dataset of coped texts. Our research makes a big step
in improving Russian legal text readability and accessibility for common people.

Keywords: Text Simplification, Text Readability, Legal text, Russian, New corpus, T5, GPT

1. Introduction

Legal documents in almost all languages are con-
sidered to be long, complex and difficult to read for
people without a domain specific expertise. The
texts of laws, regulations, and various resolutions
are written in a very specific formal style. Legal
language implies abundance of professional terms,
latinisms, references to other legal documents, at
the same time, these texts are considered as un-
emotional and syntactically complicated. It is not
uncommon when a single sentence in a legal doc-
ument can be a page-long (Ramaswamy et al.,
2023).

The complexity of legal documents, and espe-
cially laws, complicates the life of citizens without
a domain specific expertise since there is the fa-
mous Latin maxima “Ignorantia legis non excusat”
(“ignorance of the law does not excuse anyone®).
The only choice a simple man has is to appeal to
the lawyer who may elucidate a certain law or a
group of laws, but not a complete set of laws in the
country.

It's notable that the government acknowledges
the existence of a problem dealing with the clar-
ity of legal documents. We can mention that the
Russian Parliament recommended lawmakers use
simple sentences with “SVO” structure: Subject +
Verb + Object. However, some evidence suggest
that Russian court resolution complexity gets even
higher and higher each year (Dmitrieva, 2017).

Another significant aspect of the text complexity
issue is of sociolinguistic nature: we cannot make a
legal text so simple that it would be comprehensible
for all citizens. The first reason concerns disabled
people not all of whom are able to read and prop-
erly understand legislative documents. Then, the
second reason is that the Russian Federation is a
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multiethnic and multilingual country, and this ad-
mits that among the citizens there may be those
who do not speak Russian perfectly. Thus, the rel-
evance of the study is explained by the high needs
of society in tools and techniques for simplifying
legal documents.

Since this paper is devoted to Text Simplifica-
tion, it is useful to say few words about this task.
Text Simplification is a text-to-text generation task,
likewise summarization, machine translation, para-
phrasing and style transfer. This task is often con-
fused with summarization because of similar nature.
While text summarization is always considered to
be an operation of text compression, text summa-
rization can either "compress" a text, leave it as it
was or even make it larger (Fenogenova and Sber-
bank, 2021).

The main goal of Text Simplification is to make it
easier for reader to understand a text. It becomes
necessary when people without a domain specific
expertise try to learn a narrow-field text, for exam-
ple, a medical text. Text Simplification aims to make
a specific-domain text more clear for a broader au-
dience (Van et al., 2020) .

In the given paper we present results of research
aimed at the substantiation of the possibility for-
mal simplification of legal documents based on
neural network models. We focus our attention
at the development of specialised parallel legal
corpus which includes the data extracted from
“Rossiyskaya Gazeta Legal Papers”, fine-tuning
of neural models from T5 and GPT families for the
simplification of legal texts and evaluation for as-
sessing the quality of simplification. The structure
of the paper is as follows: in section.
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2. Related work

2.1. Approaches to text simplification

Modern state-of-the-art approaches for text sim-
plification include neural-based and rule-based.
Text Simplification can be performed at the lexi-
cal level, syntactic level and by means of hybrid
approaches. Lexical and syntactic simplification
procedures should be considered as time-tested
and in most cases imply using rule-based meth-
ods. The hybrid method of text simplification is
the most recent and popular at present. Yet an-
other alternative is provided by the back-translation
method. We can distinguish it as a separate class
of solutions since it may be rule-based or neural-
based. Although many researchers refer to backed-
translation as a text simplification method, it has
more in common with paraphrasing. For Russian
(Galeev et al., 2021) tried back-translation as so-
lution for a complex text: they fine-tuned a BART
model for machine-translation task and then com-
piled "double translation". Recent works on text
simplification are focused on adaptation and fine-
tuning of existing neural networks - mostly Trans-
formers. Transformers nowadays have proved to
be a very efficient model for a vast list of NLP
tasks - text simplification is not an exception. LS-
Bert(Garimella et al., 2022), a Transformer-based
lexical simplification model, is a bright example of
lexical simplification method. LSBert finds com-
plex words and generates the substitutions, taking
into account the context. LSBert should be consid-
ered as a facilitated approach since it omits certain
NLP procedures, e.g. morphological transforma-
tion. Beyond the most famous text-to-text simpli-
fication based on Transformers, there is also an
edit-based method. A good example of edit-based
model is EditNTS, where for each token or n-gram
there are four actions offered: ADD (add token)
KEEP (do not change the token; leave it as it is)
DELETE (delete token) STOP If, for example, there
is a sentence “She gazed at me”, then EditNTS
would simplify it to “She watched me”. To make
such simplification, EditNTS would need the follow-
ing actions: KEEP for “she”, DELETE for “gazed”,
DELETE for “at”, ADD for “watched”, KEEP for
“me”, and STOP (Dong et al., 2019). There are
some similar models: TST (an adaptation of GEC-
ToR corrector) (Omelianchuk et al., 2021), FELIX
](Mallinson et al., 2020) and LaserTagger (Malmi
et al., 2019). Such models reproduce the idea of
text editing, but focus not on grammatical and or-
thographic errors but on simplification of complex
words and phrases.
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2.2. Hybrid methods using Transformers

In general there are two approaches for hybrid
text simplification using neural networks: sentence-
level simplification (sentence by sentence) and
document-level simplification (a whole document
at once). Nowadays, the most popular approach
for text simplification is Transformer-based model.
Transformer architecture is based on self-attention.
Self-attention (also known as intra-attention) is a
mechanism relating different positions of a single
sequence of tokens, which makes possible the com-
puting a representation of the sequence and mod-
elling global dependencies. There are 3 main types
of types of Transformers:

» Encoder Transformers: BERT (Devlin et al.,
2018), Longformer (Beltagy et al., 2020), XL-
Net (Yang et al., 2019), Transformer-XL (Dai
et al., 2019);

» Decoder Transformers: GPT (Radford et al.,
2019), CTRL (Keskar et al., 2019);

* Encoder-Decoder Transformers: T5 (Raffel
et al., 2020), BART(Lewis et al., 2019), LED
(Beltagy et al., 2020), PEGASUS (Zhang et al.,
2020).

The most relevant choice for text-to-text task is
encoder-decoder Transformers. We choose T5
Transformers since it is a classical example of
encoder-decoder. In future, it would be reasonable
to try BART as well, but BART is similar to BERT
in the encoder part, which implies language mask-
ing, but at this moment BART fine-tuning with or
without masking is not included in the experimental
design. Then, other options for text2text generation
are generative models, i.e. decoder Transformers.
We use the most renowned of them - GPT, since the
other model, CTRL, isn’'t available for Russian yet.
GPT-2 has achieved competitive performance on
text summarization and simplification tasks. GPT-3
and GPT-4, as well as their modifications, are not
open-source models, thus they are not available
for fine-tuning. Most researchers use GPT-2 and
their modifications for fine-tuning (for example, re-
searchers used GPT-2 to fine-tune Indonesian sum-
marizer (Khasanah and Hayaty, 2023)). Beyond
GPT, there are also LLaMa and LLaMA 2, open-
source LLMs from Meta Al - researchers often fine-
tune these models for their specific tasks, including
text simplification (Baez and Saggion, 2023).

With the emergence of large language mod-
els, NLP researchers and engineers started using
prompt-engineering for many seq2seq tasks. So do
they for text simplification task. People extensively
use GPT-4 (Wu and Huang, 2023) with other LLMs
being less popular. Although some researchers
claim that transfer learning is "dead" (Pu et al.,



2023), experiments show that smaller models like
BART are still perform not worse than LLMs (Sun
et al., 2023). Evidence suggests that though many
companies apply LLMs for their seq2seq tasks (in-
cluding text simplification), smaller models are still
in need, since there are some cases when one
cannot train and deploy large models (Sharir et al.,
2020; Chahal et al., 2020; Ahmed et al., 2023) .

3. Experimental dataset

3.1.

The crucial problem in fine-tuning seq2seq model
is data availability. This problem is much more
fatal for text simplification task, since there are
no large datasets for this task - one can compare
with a similar task, text summarization, for which
there are dozen of datasets: XLSum, Newsela,
CNN/DailyMail, etc. Some recent solutions are
data annotation with LLMs (Gray et al., 2024). How-
ever, we find this method too risky for such a del-
icate field as law. Although modern LLMs are al-
most impeccable in performance, there is still place
model hallucination as well as factual errors (Xu
et al., 2024).

Since there was no dataset for Russian legal
texts, we developed our own one'. We present
dataset “Rossiyskaya Gazeta Legal Papers™ ,
which we made available on Kaggle. The dataset
is based on legal papers and their simplified ver-
sions from “Rossiyskaya Gazeta” web newspaper.
“Rossiyskaya Gazeta” is an official newspaper pub-
lished by the Government of Russia. It's one of
the widely available sources of legal documents
for the citizens of Russia - the other one is a state-
owned website pravo.gov. ru. Every important
legal document (decisions of the High Court of Rus-
sia, Constitutional Court of Russia, orders of the
President of Russia and the Government of Rus-
sia and federal laws) are published by these two
sources.

In course of corpus development we selected
documents accompanied by commentaries (i.e., a
simplified version). The newspaper provides such
commentary to what it sees as the most vital of
public documents. These commentaries have legal
status since they are provided by official publisher.
They are aimed to serve as a simpler description
for the legal document for people without a domain-
specific expertise. In total our corpus has 2963
pairs of original documents and simplified ones.

Rationale for data selection

'We used the following code https://github.
com/Athugodage/RulawSimplification/tree/
main/dataset%$20creation%20code

thtps://www.kaggle.
com/datasets/athugodage/
russian-legal-text-parallel-corpus
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Figure 1: Types of documents in the dataset
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Figure 2: Distribution of the documents by year for
the period from 2008 to 2022.

These documents are dated from December 2008
to November 2022. The distribution of the docu-
ments over years is shown at Figure 2.

3.2. Dataset filtration

Figure 4 clearly shows the difference in the amount
of the legal documents and their simplified versions:
the former are much larger than the latter. That
proves the idea that the simplified version shouldn’t
be larger than the original text (with some excep-
tions), in this respect simplification is close to sum-
marization.

When compiling the corpus, we encountered the
problem of uneven distribution of documents by
length, see Fig. 5 and Fig 6. E.g., the largest docu-
ment of 2016 is over 100K tokens in size. In 2010,
2014, 2015 and 2019 there are documents of about
80k in size. These emissions are poorly consistent
with the fact that the mean size of legal documents
is about 1...2K tokens throughout the whole period.
To make the dataset balanced as regards original
text size - simplified text size ratio we manually fil-
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For T5 model series we performed text alignment
using the Natural Language Inference (NLI) model, i o o o
based on RUBERT (Kuratov and Arkhipov, 2019). Figure 6: The distribution of simplified text size (in
NLI allows us to see logical similarities between ~ number of tokens) by year

two texts. The standard model implies three-way
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inference?; it gives three probabilities (with values
from 0 to 1): entailment (the fact that sentence B is
a consequence of sentence A), neutral, contradic-
tion (sentence B is a negation of sentence A). We
used a two-way model (without neutral class) (Lin
and Su, 2021). First, NLI checked that text A is a
consequence of sentence B, and then vice versa.
As a result, there were two entailment values - we
summed them. In our case, values from 0.001 to
1.265 were obtained; sentences with mutual values
less than 0.005 were determined to be slightly sim-
ilar and deleted. Apart from the above described
pre-processing we have also performed a custom
pre-processing for GPT models. The process is
described in sections below.

4. Experimental design: model
selection and fine-tuning

Current T5 and GPT models for Russian do not fit
text simplification task. T5 models for Russian can
summarise, translate and paraphrase, but cannot
simplify. Most GPT models for Russian (as well
as for any other language) are intended for tasks
like text generation, question answering and chat-
ting, though some researchers tried to teach GPT
simplify in Russian (Shatilov and Rey, 2021). The
newest Open Al's ChatGPT-4, Yandex’s YaGPT
and Sber’s Gigachat can simplify a text if a user
asks it (however, there are still considerations on
the quality of such simplification). This is why we de-
cided to fine-tune our own models. In the following
sections you can read about our fine-tuned mod-
els: T5-RLS2000, GPT-simplifier-large-text, and
GPT-simplifier25. They are based on mainstream
Russian models from Sber.

4.1. Larger T5 model (T5-RLS2000)

This model # is based on the Russian-language
model T5 from Sber (Zmitrovich et al., 2023) on the
entire aligned body of 2 thousand pairs of articles.
The fine-tuning was conducted at a rate of 0.00002
on 3 epochs. More information is available in the
model’s card. This model cannot process multi-
sentence texts - one may enter just one sentence
in the input.

3https://huggingface.co/cointegrated/
rubert-base-cased-nli-threeway

4https ://huggingface.co/marcus2000/
T5-RLS2000
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4.2. Larger GPT model
(GPT-simplifier-large-text)

This model ° is based on the Russian GPT3 model
from Sber, which in turn is a trained GPT-2 model
from OpenAl. The model is fine-tuned on a standard
case of 2 thousand pairs of articles. The texts were
submitted in full form without compression. The
model is trained on 10 epochs with a learning rate
of 0.00005. For faster and more efficient operation,
gradient accumulation was used every 8 moves.

4.3. Smaller GPT model
(GPT-simplifier25)

Working with the above mentioned models, we
came to the conclusion that the main problem of
legal text processing and simplification is the large
size of the documents. This problem could be
solved if we filter the document. The first sentence
in every legal document is introductory (Examples:
"Mmenem Poccuiickoit @egepanuun” -> "In the name
of Russian Federation"; "TIpunst ['ocynapcrBernoii
Hywmoit" -> "Adopted by State Duma"). The second
phrase corresponds to the pattern like the following:
"Koucrurynuonnsiii Cyn Poccuiickoit @enepaiuu B
cocrase Ilpencenarens X, cyzmeit A, b, B, I, 11, 2K,
pykoBoacTBysch crarbeit 100 Koncturymum Poc-
cmiickoit @emeparnu, myukToM 1 cratbu 2 ['paxk-
nmanckoro Konekca Poccniickoit @enepanmn |...|" (in
English: "Russian Constitutional Court, consisting
of the Chairman X, judges A, B, C, D, E F, [made a
decision] in accordance of article 100 of the Rus-
sian Constitution, paragraph 1 of the article 2 of the
Russian Civil Code, [and so on... This listing can
be page-long]"). We skip these two sentences.
Also, with the help of regular expressions, sen-
tences with too long references to other laws were
removed. For example, it is common in Russian
legal texts to give citation in brackets just in the
middle of the sentence like this: "(nocranosienus
ot 30 oxTsa6ps 2003 roga N 15-I1, ot 27 urons 2012
roga N 15-I1, or 18 mross 2013 roma N 19-IT u ap.)"
We delete it.

This allowed us to examine a clear text without ci-
tation and unnecessary phrases. If the document
was still too big (e.g. the document had more than
40 sentences), we left just last 35 sentences (re-
moving all others). This action may seem contro-
versial for some researchers, since one can claim
that we let significant context be left aside. But
that is not true, since the structure of Russian le-
gal document itself is designed so that the most
informative part is always left in the end of the doc-
ument. The beginning of any document has some-
what a ritualistic nature. It is almost always filled

Shttps://huggingface.co/marcus2000/
GPT_simplifier_large_text
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with some phrases like those mentioned above. In
contrast, all important decisions, terms and regula-
tions traditionally placed in the end. Thus, cutting
text leaving just last 35 sentences did not affect
completeness of the content. After that, fine-tuning
of the same model of Sber was carried out. The
new model® was named GPT-simplifier25, because
it was trained on 25 epochs. Comparing these two
GPT models may be scientifically interesting, since
it shows whether text reduction is possible (in our
case) and, if it is, whether the model which was
fine-tuned on dataset with reduced texts has better
results than the other one. We did this to check
a hypothesis that data economy could positively
impact on the result. The following document 7 is
a good example of our claim: the document itself
starts with some external information, then the first
paragraph is the argumentation of the order; the
real content starts from the second paragraph.

5. Automatic evaluation

Automatic metrics for simplification include primar-
ily SARI and SAMSA (Grabar and Saggion, 2022).
In addition, there is a number of metrics that are
often used to evaluate simplification, but in fact they
are common for any seq2seq task in NLP. For exam-
ple, ROUGE is almost always mentioned in similar
studies, but this metric was originally designed for
summarization (Lin, 2004). There are some other
rare metrics which were primarily designed for a
specific contest, as with RuSimScore, which was
introduced during RuSimpleSentEval (RSSE) in
2021 (Orzhenovskii, 2021). Having analysed differ-
ent groups of metrics, we focused our attention on
ROUGE, BERTScore and SARI. To evaluate each
of the pre-trained models, we proposed our own
approach. GPT models were evaluated on a set
of 2500-characters-long excerpts (because these
models cannot have a limited context) from origi-
nal documents (from the test set). T5 model were
evaluated on the test set of the aligned sentences:
the algorithm checked to what extent the model
simplifies each sentence. We see that on ROUGE
metrics our models show bad results, comparing to
summarization models. The best our model in this
case is GPT-large. On another equally interesting
BERTScore metric, the best results are obtained
for our T5 model. Still, the most prominent metric
for us remains SARI, since only this (of proposed
ones) shows the real efficiency of the text simpli-
fication model. The best result (54.96) on SARI
belongs to T5-RLS2000. This is an excellent re-
sult; for comparison, in 2021 the state-of-the-art

Shttps://huggingface.co/marcus2000/
GPT_simplifier25

"http://publication.pravo.gov.ru/
Document /View/0001202210170033
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result in text simplification was 44.3(Omelianchuk
et al., 2021). In some other works the SARI score
is around 35 (Sun et al., 2021) . Further evalu-
ation of the simplification abilities of the models
was performed using readability indices. We ex-
amined a set of resulting simplified texts from our
fine-tuned GPT models and selected Gunning Fog
Index and Flesch-Kincaid Readability Index to eval-
uate them. We made our own script to evaluate
these indices because standard versions of them
that are available in open-source Python libraries,
are more suitable for English. Our version of these
formulas allow take into account the specificity of
Russian text. Table 2 shows the results of checking
simplified texts from the test sample on the Gunning
Fog Index. The table shows the average number
for 100 documents. The Gunning Fog Index gives
a difficulty score for each text individually. The table
below shows the complexity index of the original
and the text simplified by a specific model.

The same table shows the results of checking
the Flesch-Kinkaid readability index in the values
of the training classes, i.e. how much you need
to study (on average) to understand this or that
text. As can be seen from the two tables with es-
timates of the readability indices, the small GT3
model copes with simplification much better than
the large one (Blinova and Tarasov, 2022). The T5
models did not participate in the evaluations on the
readability index, because these are simplification
models based on proposals. However, we offer ta-
ble 3 to show the readability estimates for other T5
models for summarization and paraphrasing. Such
a comparison is also interesting because it clearly
shows the fundamental difference between the task
of simplification and summarization.

6. Human evaluation

For a more qualified evaluation we asked 20 respon-
dents to access simplified texts generated with our
models. The respondents were presented with four
legal documents:

* Federal law dated 30.12.2021 Ne 454-FZ
“About seed production”®

+ Resolution of the Chief State Sanitary Doctor
of the Russian Federation dated 02.07.2021
No. 17 "On Amendments to the Resolution of
the Chief State Sanitary Doctor of the Russian
Federation dated 03/18/2020 No. 7 "On ensur-
ing the isolation regime in order to prevent the
spread of COVID-2019"°

8http://publication.pravo.gov.ru/
Document /View/0001202112300119

*http://publication.pravo.gov.ru/
Document /View/0001202107060020
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Table 1: Automatic evaluation using ROUGE, BERTScore, SARI.

Metric ROUGE BERTScore | SARI
Model 1 2 3 LSUM | P2 F1b | SARI
T5-RLS2000 5 06 | 0.05|5 0.65 | 0.64 | 54.96
GPT s. 25 2.1 0 1.79 | 1.84 0.61 | 0.6 40.96
GPT s. large 716 | 1.25 | 6.7 | 6.85 0.61 | 0.6 39.9
rut5 base sum gazeta || 9.25 | 2.39 | 9.2 | 9.39 06 | 0.6 35.5
ruT5 large 10.2 (05 | 9.2 |92 0.6 | 0.58 | 34.51
mbart ru sum gazeta 7 1.16 | 6.59 | 6.54 - - 53.9
rut5 base paraphraser || 3.3 | 0.22 | 247 | 2.44 0.53 | 0.53 | 35.62

a8 Mean Precision in BERTScore metric
b Mean F1 score in BERTScore metric

Table 2: Gunning Fog Readability and Flesch-Kincaid Grade Level Readability Indices evaluations on our

models
Gunning Fox Index FKGL
Model Original  Simplified | Original Simplified
GPT simplifier 25 59.5 41.8 26.58 18.23
GPT simplifier large | 59.5 54 26.58 25.48

» Federal law dated 03.04.2023 N 108-FZ “About
making changes to Federal Law “On State Reg-
ulation of Production and Turnover of Ethyl Al-
cohol, Alcoholic and Alcohol-Containing Prod-
ucts and on Restriction Consumption (Drink-
ing) of Alcoholic Products™®

Federal law dated 21.11.2022 Ne 455-FZ “On
amendments to Federal Law “On State Bene-
fits to Citizens with Children”!!

Each of the documents had five simplified versions
(four of them generated with our T5 and GPT mod-
els 12, one being the commentary from Rossiyskaya
Gazeta newspaper). Respondents were asked to
rate each text with a score from 0 to 10. During
the evaluation, respondents were recommended to
give special priority to the following criteria:

- literacy,

- readability (easy to read, no complicated lexical
items)

- conveys the basic principles of the document
(the more specified, the better),

- authenticity of facts.

The assessment was conducted in the form of
a survey in Google Forms. The results were eval-
uated in two groups of respondents — in a group
of experts with a degree in law (or, at least, a law
student), and in a group of experts without a legal
education. Eventually, 20 people took part in the
survey. Among them five respondents confirmed
their qualification in legal sciences, 15 respondents

10http: //publication.pravo.gov.ru/
Document /View/0001202304030011

"http://publication.pravo.gov.ru/
Document /View/0001202211210043

2Examples are given in Appendix A.
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Average human score by model
(compared with Rossiyskaya Gazeta commentary score)
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Figure 7: Average score of the human evaluation
for each of the models. Orange columns (the left-
side graph) represent the scores among lawyers;
green columns - among people without a domain
specific expertise

turned out to be non-specialists in law. On average,
the assessment of legal experts is 1 point higher
than experts without a degree in law. Judging from
Fig. 7, it can be concluded that lawyers consider
the model GPT-simplifier25, trained on abbreviated
texts, as the most accurate. The rest consider the
simplification model according to the proposals of
T5-RLS2000 to be the best. It should be noted
that in both cases, the proposed models got higher
ratings than the Rossiyskaya Gazeta commentary.

In general, the fact that the proposed neural net-
work models coped with a lot of documents better
than comments written by a living person can be


http://publication.pravo.gov.ru/Document/View/0001202304030011
http://publication.pravo.gov.ru/Document/View/0001202304030011
http://publication.pravo.gov.ru/Document/View/0001202211210043
http://publication.pravo.gov.ru/Document/View/0001202211210043

Table 3: Gunning Fog Readability and Flesch-Kincaid Grade Level Readability Indices evaluations on

other models (for comparison)

Gunning Fox Index FKGL
Model Original  Simplified | Original Simplified
rut5-base-sum-gazeta (summarization) | 53.5 62.7 26.58 29.04
ruT5-large (summarization) 53.5 36.56 26.58 10.86
rut5-base-paraphraser (paraphrasing) | 53.5 137.9 26.58 126

considered a success of experiments on fine-tuning
simplification models for Russian legal texts.

7. Conclusion

In this article we discussed the problem of auto-
matic simplification of Russian legal texts. The
work presents three new fine-tuned neural network
models: T5-based and GPT-based. In order to
fine-tune the models we developed a new paral-
lel corpus based on Russian legal documents and
commentaries. This corpus contains a pair of an
original legal text and its description, provided by
Rossiyskaya Gazeta (a newspaper published by
the Government of Russia). The discussed lan-
guage models have significant differences since
the size of models’ datasets varied a lot. The
models were evaluated with ROUGE, SARI and
BERTScore. The generated texts were analysed as
regards readability indexes Flesch-Kinkaid Grade
Level and Gunning Fog Index. We asked 20 re-
spondents to participate in human evaluation of the
fine-tuned models.

The proposed solutions take a big step in ex-
panding the availability and readability of legal doc-
uments for wide audience. With the help of the
proposed models, it is possible to simplify profes-
sional legal texts so that they can be understood
by almost everyone. However, at this stage, sim-
plified texts may have some shortcomings, thus,
verification of the simplified texts by experts or ed-
itors may be required. Our next challenge is to
improve existing simplification technology so that
the user could read generated texts immediately
after the procedure. The future work deals with fine-
tuning Longformer Encoder-Decoder and LongT5
for simplification task and with reduction of defects
in generated texts.
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10. Appendix A. Examples

Original  text: Link to  full text
https://rg.ru/2022/01/11/semenovodstvo-dok.html

Rossiyskaya Gazeta simplified version:
HoBasi penaxiusi 3akoHa O CEMEHOBOJCTBE ITOMO-
JKeT B TOM YHCJIE€ TIOOOPOTHh UMIIOPTO3aBUCUMOCTD
Poccun or zapybexkupix cemstH. 3aKOH 00 3TOM
nybsimkyer "Poccuiickast razera". 3akoH 0 ceme-
HOBO/ICTBE HE KaCaeTCs JAYHUKOB, UCIOJIB3YIONINX
ceMeHa, Jijisi COOCTBEHHBIX HY:KJ. Ho oH Baxken
anst poccniickoro AITK. JlokymeHT, B YacTHOCTH,
peryiaMeHTHPYeT OCHOBHBIE IIPOIIECCHI IO TPOU3BOI-
CTBY, XPAHEHUIO, PEAU3AINU, TPAHCIIOPTHPOBKE
U WCIIOJIb30BAHUIO CEMSIH PACTEHHil, a TaKKe II0
UX UMIIOPTY U 3Kcrnopry n3 Poccun. B HoBOI
PeJIaKIuu  olpeJiesieHbl 6asosble noHsitus ("ce-
mena "copr "rubpus"u muHOTME Apyrme). 3akoH
3ampernaeT BBO3UTh U UCIOJIB30BATH JJIsi TIOCEBOB
B Poccun cemena, copepxkantue I'MO. [Tist 60pb0bI
¢ daabcudukaroM OygeT cozmana deaepaabHast
rocyJIapcTBeHHasi MHQOPMAIMOHHAsI  CHUCTEMA.
JoKyMeHT mpejmoiaraeT Cco3JaHue TOCPeecTpa
CEJIEKIIMOHHBIX  JIOCTVKEHUH, JOMYIIeHHBIX K
HCIIOJIb30BaHni0. Kpome Toro, B HOBOI peIaKIiinu
IPeIyCMOTPEHa  HEOOXOIUMOCTb  O(OPMITEHIST
YJIOCTOBEPEHUI O Ka4eCcTBe CEMSIH CeJIbX03PaCTeHU.
Ilpenpiaymast Bepcusi 3aKOHa ObLIa IMPUHSTA
eme B 1997 romy m HyX)jgajach B OOHOBJIEHWH.
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HoBast pemakiusi mojiro u OypHO 00CyKaJiach
B OTpacjieBoM coobrmectBe. B pesyibrare B
OKOHYIATETHHYIO BEPCHIO ObLIN BHECEHBI TTPUHITAIIN-
aJbHbIE U3MEHEHNS - UCKJIIOYEeHBI HEOOXOTNMOCTD
JINIIEH3UPOBAHUSA U cepTUdUKAINN CeMSH Kak
M30BITOYHBIE MePHI. JINIeH3upoBaHne 3aMEHIeTCsT
pPEeecTpoM IPOU3BOIUTEIICH CEMSTH, CEPTU(MUKAIMS -
YIOCTOBEPEHNEM KadecTBa. 3aKOH JIOJIZKEH CO3JATh
YCJIOBUS JIJIsT PA3BUTHUs PBhIHKA ceMsH B Poccun u
[IOBBIIIIEHNs] UX KadecTBa. BJiacTu HEOTHOKPATHO
obpaIraim BHUMaHUE Ha CJIa0yI0 00eCIeIeHHOCTD
poccuiickoro AIIK oredecTBeHHLIME CeMEHAMH.
CemeHa HEKOTOPBIX KYIBTYP MOJTHOCTHIO 3aBO3ATCS
n3-3a pyoeka. HoBble HOpMBI 3aKOHA BCTYIST B
cuny ¢ 1 cenrabps 2023 roga.

GPT-simplifier-large-text: B Poccuun ¢ 2021
rojla BBOJUTCA HOBBIII BHJ Pa3pPENIEHHOIO WC-
nosib3oBanus cemsH - "copr-copt". B Poccun on
[IOSIBUJICS B KOHIle mporioro roga. Ilo HoBomy
3aKOHY, €CJII B OJIHOM DPEruoHe BBIPAIIUBAETCS
6oJ1ee TpeX THICSIY COPTOB U THOPHUJIOB CEIHCKOXO-
34UCTBEHHBIX PACTEHUN, TO B KaXXJIOM pPEruoHe
OymeT meficTBOBAThL CBOM BHJ PAa3PEIIeHHOTO
HUCHOJIb30BaHUSA CEMSH.

GPT-simplifier25: B Poccun Buepsble nosiBIIICS
€JIMHBII TOCPEECTp CEeJIbXO3KYJIbTYD C IIPaBaAMM
skcronupoBanuss 10 2015 r., yrounmiu "PI'"Bo
BpeMsi 0OCYKIEHUsT JIOKYMEHTa MUHCETBXO3IPOJIA
P® JImutpuem MeaBeneBbIM IIOCTIE 3aceTaHus
[IpaBUTEJILCTBEHHON Komuccuu mpu Pocpeectpe
25 HOsIOpsI IPOILIOrO IOy O PA3BUTHH OTPAC/IA
CeJIBCKOTO X03siicTBa... [lonpobHee 006 5TOM MOXKHO
npodectb 37ech. CerojHsi Ke 3TOT MOPSIOK
MpoJJIeH ere OoJiee €M HAIOJIOBUHY, TOBOPUT
3aM/IIPEKTOPA JIeaPTAMEHTa arporpo0BOJILCTBEH
HBIX oTHOITeHn MuHcenbxo3a Muxana Bimakus
("PT'"). ITo caoam aKciepra BegoMcTBa Ajiekcest
CumopoBa : 3TO CBI3aHO CO CHUXKEHUEMETHOCTHIO
IeH [OPOU3BOJAUTEJCH CEJIbCKOXO3ANCTBEHHO i
MIPOJIyKITUU BCJIEJICTBUE CHUXKEHUS €€ JIOJIA WM-
[IOPTa KaK ChIPbsI... DTO IPOUCXOIUT IOTOMY UTO
MIPOU3BOJUTE N MEHBIE 3aKyIMalT HMIIOPTHOMN
TeXHUKA y (HEepMepoB Mepel, HavdajJoM CE30HA
XpaHeHUsT ypoxKas JHrO0 TepernpoOUInpPyIOT
CBOM MAIIUHBI 10/ XPAHEHWE BJIATH OCEHBIO
9TOTO Tepuoga 0e3 HeOOXOTIUMOCTHU IIPOBEJICHUS
JIOTIOJIHUTEIbHBIX PabOT JaXKe eC/Ii ypOoxKail yiKe
co3peJii oJTHOCTBIO.. [Ipu cHmKennn cebecTonmo-
CTH BBIIIyCKaeMOIl arpapHOi KyJbTYpPBI 3aTPaThl
[IPOU3BOJIUTEJIST MOT'YT OBITH YMEHBIIEHBI TOJBKO
GraroJiapsi CHUXKEHHIO 3aTPAT MOCPEIHUKOB MEXK Ly
[IPOU3BOUTE/ISIMA  TPAKTOPOB 3€PHOXPaHUJINII]
BBUJLYy OTCYTCTBUsI IEPEKPECTHUKOB 0OpabOTKU 3€ep-
Ha 4Jepe3 OJIMH arperaTHblii anmapar."DTo 3Haqaut
JIUIIB TO, -9TO HOBBIE TPABUJIA PACIPOCTPAHSIIOTCS
HCKJTIOYUTEIFHO HEMIOCPEICTBEHHO NMEHHO ceifvac!


http://arxiv.org/abs/2309.10931
http://arxiv.org/abs/2309.10931

A paHbIIe OHU ObLIN BBEJICHBLI IIPOCTO TaK — 9TO0OLI
DOAAepzKaThb CIIPOC HaCeJIeHUA CKa3aJl OH.

T5 RLS2000: B Poccum BBOAUTCS pEXRUM
camomzosiarnuu. B Poccum  BBOmMTCSA  pekumM
camomzoursiinu. B Poccnu BBomUTCS TeHeTHIECKAS
skcrepTu3a cemMaH. B Poccunm BBOgMTCS HOBBIM
MOPSOK  JIMIEH3UPOBAHUS  CEJIbCKOXO3SAICTRE
HHBIX [peanpuAThii. B dYacTHOCTH, B 3aKOHE
O CeMEeHOBOJICTBEe. B dYacTHOCTH, B OTHOIIEHUU
CeJIbCKOXO3S#ICTBe HHBIX KynbTyp. B Poccunm
BBOJIUTCs CHCTEMa arpocrpaxoBanus. B wactHocTH,
B obstactu cemenoBojicTBa. B Poccun Oymer cozmana
€/INHasi TOCYJApPCTBEHHAsl IIOJUTHKA B obJiacTu
ceMeHOBOJICTBa. B yacTtHOCTH, B 00JIaCTH CEMEHO-
BozicTBa. B wactHoCcTH, B Poccuu Gymer cosmano
MUHHCTEPCTBO. CeJbLCKOro xo3siicTBa. B Poccum
OyzeT co3zaHna rocyIapcTBeHHas MHMOOPMAIITOHHAS
cuctema B 00JIaCTH CEMEHOBOJCTBA. B 1acTHOCTH, B
Poccun 6ymet cozman 6aHK CTaHIAPTHBIX 00PA3IOB
cemsiH. B wactHOCTH, B Poccum Oymer cosmano
MHUHHCTEPCTBO CEJIbCKOTO X03siiicTBa. B gacTHOCTH,
B OTHOIIEHUHM CEMSH CEJIbCKOXO3IHCTBE HHBIX
KyabTyp. B dacTHOCTH, B 00/1aCTH CEMEHOBO/ICTBA.
B gacTtHocTH, B X0/ mMpoBeieHusT 1aO0PATOPHO -
OMOJIOrMYeCKUX HCCJIeIoBanuii. B gacTHOCTH, 32
cuer OrJKeTa PeruoHoB. B yacTHOCTH, B 0bJIacTH
CEMEHOBOJICTBa. B IOKyMeHTe, B YACTHOCTU - O
MOPSIIKE TPOBEJEHUs] HAYIHBIX WCCJIEIOBAHMIA.
B Poccum BBOmmMTCS cucTemMa arpocTpaxoBaHU.
B saBucumocTu or sTama mpoM3BOJCTBA CEMSIH
CEeJIbCKOXO3SIICTBE HHBIX KYJIBTYP OIPEIesIsIFOTCS
KaTeropuu arpoKyJbTyp
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