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Abstract

The localization task consists of adapting lin-
guistic and cultural material between different
locales. For example, in European Portuguese
(EP) the word “autocarro” is used to refer to
“bus”, while in Brazilian Portuguese (PB) the
word “ônibus” is preferred. A precise local-
ization can bring the communication between
language variants closer, guaranteeing clear un-
derstanding among regional cultures that speak
the same language. This study evaluates the ef-
fectiveness of Machine Translation approaches
to localize sentences considering EP and BP.
We assess the extent to which these models
tend to paraphrase, quantifying the unneces-
sary changes made and evaluating the models
with a human Multidimensional Quality Met-
rics (MQM) analysis. We applied a contrastive
analysis of the two variants and chose four mod-
els (rule-based with a Masked Language Model,
pre-trained neural machine translation (NMT),
and two GPT-4-based models) to test and ana-
lyze. Our results show that the generative Large
Language Models (LLMs) consistently deliv-
ered superior performance, underscoring their
adeptness at grasping EP and BP nuances.

1 Introduction

The task of localizing texts between European Por-
tuguese (EP) and Brazilian Portuguese (BP) holds
significant importance. Given the expansive cul-
tural and linguistic influence of both variants, accu-
rate localization can bridge communication gaps,
ensuring clarity and resonance with diverse audi-
ences. Furthermore, as globalization intensifies,
businesses, academia, and media increasingly seek
to engage both European and Brazilian audiences
without the expense and inefficiency of creating
entirely separate content. However, applying com-
putational models to the task of text localization
between these two variants presents a unique chal-
lenge compared to conventional Machine Transla-
tion (MT). Although this type of localization may

require fewer modifications, the choice to adapt or
retain specific elements is influenced by context,
formality levels, and cultural nuances distinct to
each region.

Several models for localization between the two
Portuguese variants have emerged over the years,
as Ortega et al. (2022); Ruiz Costa-Jussà et al.
(2018); Fancellu et al. (2014); Marujo et al. (2011),
alongside MT models (Riley et al., 2023; Lakew
et al., 2018; Koehn and Knowles, 2017) that per-
form translations from other languages into Por-
tuguese. However, traditional approaches, such
as fine-tuning pre-trained neural machine trans-
lation (NMT) models, still face challenges due
to the lack of large collections of annotated and
high-quality data. This interferes with the devel-
opment of supervised models that seek to capture
contextual nuances, such as formality and regional
culture (Koehn and Knowles, 2017). Moreover,
rule-based approaches struggle with the extensive
load of lexical and grammatical changes, which are
often dependent on these contextual nuances. Re-
cently, generative Large Language Models (LLMs)
have shown promising results in the domain of
MT (OpenAI, 2023; Anil et al., 2023). However,
the findings are not yet definitive regarding whether
LLMs’ scalability and adaptability make them ef-
fective at handling the subtle differences between
the two Portuguese variants for localization.

In the current literature, multiple datasets ex-
ist with paired examples of EP and BP (Tiede-
mann, 2012; Cettolo et al., 2012; Riley et al., 2023).
While some datasets are large, the quality of the
available data is often questionable. Specifically,
many paired entries show inconsistencies, includ-
ing added or omitted content. Additionally, the sen-
tences haven’t been converted from one Portuguese
variant into another. Rather, separate translations of
the original English sentences into either BP or EP
were added. This leads to considerable adaptations
between the paired Portuguese versions, in which
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many changes don’t capture the subtle differences
between the two variants. Therefore, during the
initial phases of our study, we observed that the
models that utilize these for training or as prompt
examples tend to paraphrase the input sentences,
rather than simply making the essential and appro-
priate changes for localization, as shown in Table
1.

In this paper, we address the challenge of lo-
calizing sentences between EP and BP by intro-
ducing and evaluating different approaches, which
consider a comparative study of the differences be-
tween the two Portuguese variants. Our primary
objective is to determine how effectively these mod-
els can localize paired sentences, focusing on the
necessary modifications. Furthermore, we aim to
assess the extent to which these models tend to
paraphrase, quantifying the unnecessary changes
made. We hypothesize that models that directly
integrate information for localization will maintain
their performance in making essential adaptations
while reducing unnecessary alterations to the input
sentence.

To conduct our experiments, we propose four
distinct strategies: a rule-based model informed by
our contrastive analysis, a pre-trained NMT model
focusing on minimal differences between paired
sentences, and two GPT-4 based methods, one
leveraging localized sentence prompts and another
integrating our contrastive findings directly into
the prompt. Our experiments rely on the Bench-
mark FRMT dataset (Riley et al., 2023), compris-
ing handpicked paired sentences from both EP and
BP. Our experimental environment involves profes-
sional linguists specialized in the target Portuguese
variants, manually evaluating the sentences local-
ized by the models using the Multidimensional
Quality Metrics (MQM) framework, in conjunc-
tion with the application of automatic metrics for
evaluation.

In summary, the scientific contributions of this
work are as follows: 1) A contrastive analysis
between EP and BP that identifies the fundamen-
tal differences and organizes them into three cat-
egories: gerund, pronoun placement, and lexical
changes. 2) The introduction of two new MT mod-
els incorporating information about the differences
between the two variants. The first uses manual
rules to identify patterns in the input text and uses
a Masked Language Model (MLM) to help find
suitable replacements. The second employs infor-
mation in GPT-4’s prompt related to the contrastive

analysis of how to localize the input sentence. 3) A
manual evaluation performed by fluent speakers in
the target variant presenting a human perspective
on the efficacy of the evaluated models.

This paper is structured in six additional sections.
The state of the art is summarized in Section 2.
The Contrastive Analysis is present in Section 3.
Section 4 introduces the tested models in detail.
Section 5 describes our methodology. Section 6
presents the results and analysis. Finally, Section 7
highlights the conclusion and outlines future work.

2 Related Works

Although some traditional tasks in NLP are closer
to mapping in EP and BP, such as rewriting, para-
phrasing, and lexical substitution, we believe the
mapping bears the most similarities with MT and
localization since translation between variants re-
quires broader changes than just terminology ad-
justments (Schäler, 2004; Bendi, 2020), even in
the same language (Lopes and Costa, 2008). Fur-
thermore, stylistic conventions and grammatical
modifications, among other possibilities, occur in
large chunks of texts depending on the context and
syntactic structure.

Among the studies that combine NMT with Por-
tuguese variant translations is Lakew et al. (2018),
which investigated ways to approach NMT from
English into four variant pairs, BP and EP among
them. They conclude that the best performance is
achieved by training multilingual NMT systems
when it comes to the supervised regime. Ruiz
Costa-Jussà et al. (2018) investigated the use of
NMT techniques to translate directly between the
EP and BP and they trained their NMT model using
a parallel corpus of subtitles. When compared to an
SMT model trained on the same data, their NMT
model displayed a performance improvement when
translating from both EP to BP and BP to EP. Prior
to this, the only two studies concerned with the
automatic MT between EP and PB were Marujo
et al. (2011), which proposed a rule-based system,
and Fancellu et al. (2014) which presented an SMT
system trained on parallel data.

Yet, the fact that standard NMT models some-
times have difficulties translating culturally specific
information (Yao et al., 2023) and rely on extensive
data coverage also opened doors for exploration
with LLMs. NMT systems usually overlook the
differences between EP and BP. Currently, MT con-
sists of LLMs that can also translate and, at the



EP (source) Cerca de 2 mil estudantes estudam em 93 programas de doutoramentos académico.
A BP Cerca de 2 mil estudantes estudam em 93 programas de doutorados acadêmico.
B BP Aproximadamente 2 mil alunos estão inscritos em 93 programas de doutorados acadêmico.

English Around 2 thousand students study in 93 academic doctoral programs.

Table 1: Examples of Localization from EP to BP. Blue text indicates essential adaptations and orange text represents
optional modifications. Localization A demonstrates essential adaptations only, whereas Localization B incorporates
both essential and optional modifications without altering the meaning.

moment, there is much research going on about
this topic (Hendy et al., 2023; Chowdhery et al.,
2022; Anil et al., 2023), which aligns with our
work. When it comes to prompting LLMs for MT,
some studies use sentences from translation mem-
ories in the prompt for few-shot learning. How-
ever, they selected only the sentences closest to
the input sentence and pointed to using LLMs to
generate this sterilized data (Lyu et al., 2023; Mu
et al., 2023). In the case of translating between
EP and BP, prompting seems like a good approach
as it should contain fewer variations when com-
pared to two different languages. It is possible
that the entry sentence would be very close to the
sentences sought from the bank. He et al. (2023)
propose a method that offers keywords, topics, and
demonstrations without using external knowledge,
and the LLMs generate these resources. It has
shown the best results compared with traditional
fine-tuning NMT models(Liu et al., 2023). The rel-
ative position of the input sentence in the prompt
and the task instruction is crucial and suggests that
it should be allocated to the end, being placed af-
ter the input sentence. Studies attested that this
strategy provides improvements across common
sequence generation tasks, and it has been shown
to lead to a higher attention ratio for instructions
compared to the baseline (Chen et al., 2023; Liu
et al., 2023). When it comes to the evaluation of
these tasks, Raunak et al. (2023) investigated how
LLM translations differ qualitatively from standard
NMT systems and found that LLMs are less literal
when translating out of English, especially when
the sentences contain idiomatic expressions.

Regarding the Contrastive Analysis, research in
this discipline seeks to establish differences and
similarities between languages for different pur-
poses. From a computational perspective, stud-
ies based on contrastive analysis are linked to sec-
ond language teaching and learning (Berzak et al.,
2015), natural language identification and machine
learning (Wong and Dras, 2009; Otomo, 2004).
Concerning the use of contrastive analysis for trans-
lation purposes, Bennett (2002) discusses how the

use of contrastive analysis aimed at translation can
help MT researchers, while Korzen and Gylling
(2017) use contrastive analysis to work on textual-
ization and textual structure in Italian and Danish.
Considering what has already been found, we pro-
pose a contrastive analysis between BP and EP in
order to map the differences and incorporate them
in MT models.

3 Contrastive Analysis

In Linguistics, one way to study language is by
comparing or contrasting two or more languages.
From this perspective, Contrastive Analysis aims
to contrast languages to analyze and establish the
similarities or differences between them (Ke, 2019;
Krzeszowski, 2011; James, 1980). This discipline
is composed of two levels: theoretical and practical.
The theoretical level seeks to find models or theo-
retical frameworks to compare and establish basic
notions of similarity and equivalence between the
languages. In this sense, it is assumed that there are
universal features between languages, or within a
pair of languages, and such universal categories are
applied to specific linguistic systems. The practical
level, on the other hand, aims to apply the find-
ings of theoretical contrastive analyses to practical
purposes, such as in second language teaching and
learning, translation, terminology, and lexicogra-
phy (Ke, 2019).

For this study, regarding the theoretical part, we
analyze previous materials (Djajarahardja, 2020;
Castilho, 2013; Hříbalová, 2010; KATO, 2006;
Teyssier and Cunha, 1982; Aco, 2014) that focused
on describing the differences and similarities be-
tween BP and EP and considerations related to the
Portuguese Orthographic Agreement. The practi-
cal part is to establish sixteen categories related
to the differences between the Portuguese vari-
ants, such as numerals, variable accentuation, verbs
and prepositions, reflexive pronouns, double nega-
tion, contrastive case in noun complement, com-
binations with oblique pronouns, article omission,
among others. Considering the formal language



Category  EP example  BP example  English

Gerund 
A verdade é que estás a vencer na vida 

que tens. 

A verdade é que está vencendo na vida 

que tens.

The truth is that you are winning in 

the life you have.

Pronoun

Placement 
E esse significado deu-me esperança.   E esse significado me deu esperança.   And that meaning gave me hope.

Lexical

Changes 

Eles saíram logo depois do pequeno-

almoço.  

Eles saíram logo depois do café da 

manhã.  
They left right after breakfast.

Table 2: Examples of the difference between each category from the contrastive analysis. The words in blue are
differences between the EP and PB variants.

register and if the category is mandatory and not
just an optional change, for this study, we select
the three main differences between them, which
are: Gerund, Pronoun Placement, and Lexical
Changes. Regarding the Gerund category, in BP,
the gerund form is more used, that is, auxiliary
verb + verb in the gerund. In EP, the gerund is not
used, instead, the following structure is applied:
auxiliary verb + preposition + infinitive verb. The
Pronoun Placement category is related to the use
of the pronouns next to the verb. In BP, proclisis is
commonly used, that is, the pronoun goes before
the verb, and, in EP, the pronoun goes after the verb
(enclisis). However, it is important to mention that,
in BP, enclisis is also used at the beginning of a
sentence. The last category, Lexical Changes, is re-
lated to lexical differences between the Portuguese
variants that are mandatory. Table 2 exemplifies
the differences between each category presented.

4 Proposed Models

We proposed different models, mainly based on ap-
proaches found in the literature that claim abilities
to provide few-shot or zero-shot controllable trans-
lations. Among these are two standard methods:
a rule-based model and a pre-trained NMT model
for localization. In addition to that, some mod-
els incorporate information from categories of the
differences identified in the contrastive analysis.

4.1 Rule-based + MLM Model

This model is a rule-based approach combined with
the Masked Language Model (MLM) Albertina
PT-* fine-tuned for Portuguese variants (Rodrigues
et al., 2023). Specifically, the MLM is employed
for handling candidate terms within the Lexical
Changes category. The model aims to control
when to make changes in the input sentence by
identifying patterns implemented through manual
rules. Once a pattern is identified, the MLM is
then employed. Unlike fixed substitutions, the

MLM allows for dynamic selection of the most
suitable substitute terms based on the specific con-
text in which they will be applied. This adds a layer
of flexibility and contextual understanding to the
text modification process, making the substitutions
more coherent and contextually relevant.

We create three rules considering the categories
identified during the contrastive analysis. For the
Lexical Changes category, we use a lookup table
with 306 lexical variants between EP and BP, to
identify terms that can be localized. This table
is formed by observations from various parallel
data sources, including the OPUS OpenSubtitles
dataset (Lison and Tiedemann, 2016), linguistic
articles and books related to this topic, and several
literary books translated into both variants. Upon
exact matching of a term’s base form in the lookup
table, we identified the optimal substitution by eval-
uating the probabilities of each candidate in context
using MLM. The MLM returns a matrix of logits
for each token position across the entire vocabu-
lary. We apply the softmax function to the logits
corresponding to the masked position to obtain a
probability distribution. The candidate’s probabil-
ity is then computed by averaging the probabilities
of its constituent tokens from this distribution:

P (c|S′) =
1

|c|

|c|∑
i=1

P (ci|S′)

where |c| is the number of tokens in candidate c,
the i-th token is represented by ci, and P (ci|S′)
the probability of token ci from the softmax-
transformed logits of the masked sentence S′. In
this context, the candidates refer to the alternative
terms listed in the lookup table, along with the
original term. In the case of Gerund category, we
employ a graph to map potential patterns in a sen-
tence, taking both lexical and syntactic attributes
into account. When a pattern is recognized, the to-
kens, denoted by nodes, are substituted as dictated
by the rule associated with that node. As for the



Pronominal Placement category, a regular expres-
sion is harnessed to spot the pattern and execute
the substitution directly.

4.2 Pre-trained NMT model

The foundation of this model draws inspira-
tion from conventional translation methodologies,
where a pre-trained NMT model undergoes fine-
tuning using parallel datasets. Specifically, we
leverage the multilingual model mBART-50 de-
scribed in Tang et al. (2020). This model is note-
worthy as it is not just pre-trained but also simul-
taneously fine-tuned for multiple languages, en-
compassing Portuguese. For our fine-tuning pro-
cess, we utilize the EP-BP parallel data available in
the OPUS OpenSubtitles dataset (Lison and Tiede-
mann, 2016). This dataset is a collection of multi-
lingual subtitle data gathered from various sources
and offers a vast array of parallel sentences, making
it particularly suitable for our study.

However, during our exploration, we notice a
trend of substantial paraphrasing within the sen-
tence pairs. This paraphrasing often extended be-
yond the necessary modifications for standard lo-
calization. To counteract this, we measure the sim-
ilarity between these sentence pairs using cosine
similarity, subsequently handpicking 100,000 ex-
amples that exhibited high similarity scores. Our
training process incorporates a batch size of 4 and
spanned over 10 epochs. We set the learning rate
to 5× 10−6 and a weight decay coefficient at 0.01.

4.3 GPT-4 + Examples

This model is inspired by recent studies that have
achieved state-of-the-art results in translation tasks
by utilizing prompt-based strategies with gener-
ative LLMs. To adopt these methodologies, we
employ GPT-4 (OpenAI, 2023). Our prompt struc-
ture employs in-context learning and is based on
literature results that enhanced the prompt by us-
ing examples of translations (Lyu et al., 2023; Mu
et al., 2023; Brown et al., 2020). Specifically, we
begin by providing 10 example sentences demon-
strating localization to set the context for in-context
learning. After establishing this context, we clar-
ify that the subsequent task is one of localization.
Concluding the prompt, we instruct the model to
localize the given input sentence, transitioning it
from the source Portuguese variant to the target
variant. For our settings, we maintain the tempera-
ture at zero and incorporate ten random localization

sentence pairs, specifically drawn from the “exam-
ple” bucket of the FRMT dataset.

4.4 GPT-4 + Categories
In this approach, we meticulously design a prompt
strategy that details each category identified in the
contrastive analysis. For every category, illustrative
examples showcasing the necessary modifications
are provided. To conclude the prompt, we direct
the model to translate the given input sentence from
the source to the target Portuguese variant. Particu-
larly for the Lexical Changes category, our method
extends beyond static examples. Inspired by the
findings of Yao et al. (2023), which showed an im-
provement when including dictionary examples in
the prompt, we enrich the prompt with additional
examples that are directly extracted from terms
present in the input sentence. These terms have a
reference point in our lookup table, which enumer-
ates the lexical disparities between EP and BP.

5 Methodology

This section outlines the methodology of this study,
which aimed to assess the ability of the proposed
models to make localization between EP and BP.
Therefore, the evaluation method sought to isolate
or disregard essential text adaptations from optional
change, allowing us to measure model performance
based solely on overall localization quality and op-
tional changes. For this reason, the FRMT bench-
mark (Riley et al., 2023) was used as the evaluation
set, as its sentences capture region-specific linguis-
tic differences between EP and BP variants. Both
manual human evaluation and automatic metrics
were employed for the assessment.

The results from our study cannot be directly
equated with those of the FRMT benchmark (Riley
et al., 2023). In our research, we focus on the
direct localization between EP and BP. Conversely,
the FRMT benchmark is designed for the task of
translating English into a target language while
accounting for regional nuances.

5.1 Dataset
The FRMT dataset contains a set of paired sen-
tences between EP and BP. Sentences for each vari-
ant are translations from English sentences per-
formed by translators specialized in the respec-
tive Portuguese variants. Importantly, the FRMT
dataset curators specifically selected original En-
glish sentences that would require distinct, non-
optional translations into each Portuguese variant.



For example, if the English sentence has the word
“bus” it should be translated to “ônibus” in BP and
“autocarro” in EP. For this study, we selected 300
random instances from the FRMT test set for evalu-
ation due to cost constraints and used the sentences
from the example set in prompts for the generative
models.

5.2 Human Evaluation
Traditional automatic methods of MT evaluation
are sensitive to the linguistic styles generated by
the sentence translator, often underrepresenting mi-
nor yet crucial changes through automated metric
values (Mariana, 2014). Therefore, this study’s
manual evaluation aims to precisely and humanely
assess localization quality, seeking to identify types
of errors that automated metrics might not capture.

The expert-based Multidimensional Quality Met-
rics (MQM) evaluation framework was employed
(Freitag et al., 2022), chosen for its high fidelity
to human assessment and its ability to individu-
ally evaluate different characteristics. The human
evaluators were experienced linguists with training
in translation and demonstrated knowledge of the
language pair. They agreed on how to use MQM
metrics, what linguistic aspects to take into consid-
eration when evaluating each section of the trans-
lations, and how to attribute value to the identi-
fied mistakes. Evaluators were presented with a
set of instances, each containing the source sen-
tence, a reference sentence - which was used only
in cases when the models’ outputs were confusing
or ambiguous to prevent evaluation biases -, and the
model-generated translation to be evaluated. The
selected metrics and MQM application method-
ology followed the recommendations of Freitag
et al. (2022, 2021). Additionally, we introduced
a custom metric specifically designed to count all
optional changes made in the input sentence. Un-
like obligatory changes, these optional alterations
are not translation errors. Rather, they modify the
style and to some extent paraphrase the sentence.
Two evaluators were used for each instance, all of
whom were experts in the target variant.

5.3 Automatic Metrics Evaluation
In addition to manual evaluation using MQM,
which can be resource-intensive and not always
feasible, we also employed standard MT metrics
for a more scalable evaluation. These include
BLEU (Bilingual Evaluation Understudy), which
is specifically based on the FRMT benchmark and

measures the overlap of token n-grams between
the generated and reference text1(Papineni et al.,
2002). BLEU assesses the quality of generated text
by comparing it with a reference one, quantifying
how many words and phrases in the generated text
match the reference one. TER (Translation Edit
Rate) is designed to evaluate translations at the
word level(Snover et al., 2006; Post, 2018). This
metric calculates the number of edits (insertions,
deletions, substitutions) required to change a gen-
erated text into the reference one. CharacTER, on
the other hand, focuses on character-level edit dis-
tances (Wang et al., 2016). It measures the number
of character-level edits (insertions, deletions, sub-
stitutions) needed to change the generated text into
the reference one.

The inclusion of these automatic metrics facili-
tates comparisons across different studies and com-
plements the in-depth, qualitative analysis provided
by MQM. Their utilization offers a more compre-
hensive understanding of machine translation per-
formance, encompassing both high-level fluency
and fine-grained linguistic accuracy.

5.4 Lexical Accuracy

Lexical accuracy is an evaluation method focused
on assessing the necessary and known lexical
changes between Portuguese variants (Riley et al.,
2023). For this purpose, we use the mapped lexical
differences from FRMT lexical evaluation method
consisting solely of words that must be adapted,
regardless of context. For instance, “doutoramento”
(EP) should be adapted to “doutorado” (BP). For
each term pair, the number of sentences containing
the correct variant (Nmatch) and the number of sen-
tences with an incorrect variant (Nmismatch) were
calculated with Accuracy = Nmatch/(Nmatch +
Nmismatch).

5.5 Limitations

The scope of the experiments is focused on the
localization of EP to BP. The human evaluators
selected for this study have expertise in the BP
variant, leading to a focused localization of the EP
for the BP. This choice is informed by the insights
from the FRMT results (Riley et al., 2023). The
study showed that evaluators are more likely to
assign higher rankings to sentences that are in their
native variant. Therefore, our methodology aligns
with this natural bias among evaluators, ensuring a
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more consistent localization to BP.
It is worth noting that the FRMT dataset derives

its sentences from a predetermined, manually cu-
rated list of lexical differences. While meticulous,
this approach may not cover the full range of re-
gional linguistic variations due to the dynamic na-
ture of language. Additionally, the FRMT dataset
is not limited to minimal pairs. As a result, our
study might analyze sentences that don’t provide
a direct one-to-one comparison between the two
Portuguese variants.

6 Results

Our results are divided into three parts. First, the
ones from a human evaluation using the MQM
framework, followed by the results with automatic
metrics and finalized with the lexical accuracy.

In Figure 1, the human evaluation results using
MQM for the models delineated in Section 4 are
presented. The overall quality measures the perfor-
mance of the models in localizing 300 sentences,
each evaluated by two different reviewers, empha-
sizing both necessary adjustments and broader lin-
guistic characteristics such as spelling and gram-
mar. On the other hand, the optional changes dur-
ing localization present the quantification by hu-
man evaluators of unnecessary changes, presenting
a value that seeks to represent how much the model
is paraphrasing information during the localization
process. These two metrics are independent and
serve distinct evaluative purposes.

Notably, the GPT-4 + Examples configuration
yielded the most promising results concerning over-
all localization quality, closely followed by the
GPT-4 + Categories. This is consistent with the
trends in state-of-the-art translation, where genera-
tive LLMs utilizing prompt strategies outperform
rule-based and fine-tuned NMT approaches. More-
over, the model leveraging localization examples
outperformed the one using category information
in the prompt by a margin of 42%. This under-
scores the potential of few-shot settings in enabling
the model to discern the nuances differentiating
EP from BP and preserving the quality of local-
ized sentences. Contrastingly, the Rule-based +
MLM model’s performance was 65% inferior to the
second-best model, signifying that a strategy focus-
ing merely on essential sentence aspects may not
yield localizations of comparable quality to a gen-
erative LLM. However, it’s important to note that
the pre-trained NMT model was outperformed by

the Rule-based + MLM approach, which showed a
17% improvement in performance. This indicates
that the pre-trained NMT model encountered more
significant challenges in this localization task.

Concerning optional changes, the Rule-based +
MLM model showcased superior performance with
a notable 61% reduction in unnecessary changes
compared to the next best model. This under-
scores the high precision of the rules incorporated
in the Rule-based + MLM model, which seems
to pinpoint the essential linguistic aspects requir-
ing modification adeptly. Following closely, the
Pre-trained NMT model registered a significantly
reduced level of unwarranted paraphrasing com-
pared to the LLMs. This is likely attributable to its
training on data exhibiting high similarity between
sentence pairs. Also, between the two GPT-4 vari-
ants, the GPT-4 model augmented with Categories
overcomes the performance of its counterpart sup-
plemented with Examples. This engages with our
hypothesis that explicit infusion of contrastive in-
formation detailing localization nuances can steer
the model toward minimizing superfluous modifi-
cations.

Model BLEU TER CharacTER
Pre-trained NMT 33.98 50.23 0.3701
Rule-based + MLM 34.62 46.62 0.3506
GPT-4 + Examples 40.65 44.74 0.3281
GPT-4 + Categories 38.93 45.93 0.3321

Table 3: Result with automatic metrics BLEU (↑), TER
(↓) and CharacTER (↓) for each model. The sentences
from the test set of the FRMT dataset were used. The
reference sentence is a translation produced by a human
translator from English to BP.

In accordance with human evaluation, the auto-
matic metrics, as enumerated in Table 3, reveal that
the GPT-4 models outperformed the other meth-
ods, consistent with findings from human assess-
ments. Notably, the GPT-4 with Examples model
surpassed its counterpart, GPT-4 with Contrastive
Information, exhibiting a 4.2% augmentation in
the BLEU score. In contrast, the Rule-based +
MLM approach lagged by 11% in comparison to
the second best model but managed to exceed the
Pre-trained NMT model by a modest margin of
1.9%. The TER and CharacTER metrics further
reinforced these observations, underscoring the nu-
anced yet tangible differences between the method-
ologies tested.

Table 4 presents the lexical accuracy results, that
measure the performance of the models in adapting



Figure 1: MQM (↓) scores for the localization from EP to BP with the models in logarithm scale. The dotted
blue bar indicates the overall performance over the required changes in the sentence, indicating that the GPT-4
models achieved superior results. The orange stripe bar indicates the metric of optional changes made by the model,
indicating that the Rule-based + MLM and Pre-trained NMT models tend to perform less paraphrasing than GPT-4.

Model Accuracy (%)
GOLD 98.6
Pre-trained NMT 52.4
Rule-based + MLM 77.1
GPT-4 + Examples 96.1
GPT-4 + Categories 97.4

Table 4: Lexical accuracy on FRMT test. GPT-4 out-
performs other models, with a small advantage for Cate-
gories information prompt strategy. GOLD is the human
performance of sentences translated from English to BP
by a human translator, taken from the FRMT dataset.

terms known to be different between the variants.
Again, the generative LLMs demonstrated superior
performance, with only a marginal 1.2 percentage
point deficit to human performance (GOLD). No-
tably, the GPT-4 + Categories outperformed others,
holding a 1.3 percentage point lead over its closest
competitor, GPT-4 + Examples. The Rule-based
+ MLM model secured the third position, trailing
the GPT-4 with Examples by 19 percentage points.
The Pre-trained NMT model lagged further, under-
performing the Rule-based + MLM model by 24
percentile point worse than GPT-4 + Examples.

In general, the generative LLMs consistently de-
livered superior performance, underscoring their
adeptness at grasping the nuanced linguistic vari-
ations between EP and BP. Yet, these models also
displayed a higher tendency for paraphrasing. How-
ever, the GPT-4 + Categories, when enhanced with
explicit contrastive localization instructions, mani-
fested reduced paraphrasing relative to the GPT-4
+ Examples.

The Rule-based + MLM model exhibited min-
imal paraphrasing, signaling its precision in dis-
cerning vital changes in the input. However, this
same precision might be a double-edged sword.
The stringent adherence to rules possibly made it
less adaptable, thus compromising its overall local-

ization quality. Thus, it is possible to improve the
model’s performance at the cost of efforts to create
new manual rules or through more flexible rules,
which may come at the cost of increasing the level
of paraphrases.

Insights of our empirical observations from the
Pre-trained NMT model reveal a propensity to mir-
ror the input sentence, and we believe that its train-
ing strategy is the reason behind it. By emphasizing
sentence pairs with substantial similarity, which
seeks to reduce paraphrasing, the model seems in-
advertently biased, resulting in the least satisfactory
performance in overall quality among the evaluated
methods.

Interestingly, while GPT-4 + Examples got the
best results for overall localization quality, GPT-4 +
Categories triumphed in lexical accuracy. The strat-
egy of dynamically including examples of lexical
replacement in the prompt extracted directly from
the input sentence seems pivotal to this achieve-
ment. These insights pave the way for innovative
generative LLM approaches, leveraging few-shot
paradigms combined with descriptive localization
cues from contrastive analysis. Such model can
capture nuances of the regional context through
examples, and achieve greater precision in changes
through the descriptions of the contrastive analy-
sis categories. However, prospective methodolo-
gies should be conscious of the model’s token con-
straints, as this approach might necessitate an am-
ple token budget for effective prompting.

7 Conclusion

In this study, we addressed the challenges of lo-
calization between EP and BP when using differ-
ent approaches and determined how effectively the
models can perform the task. We carried out a con-
trastive analysis, which identified the most relevant



differences between EP and BP, and integrated this
information into the models. Our experiments re-
lied on the dataset from the Benchmark FRMT (Ri-
ley et al., 2023), and we also based our evaluation
on the feedback provided by professional linguists
specialized in the target variant. The results show
that generative GPT-4 delivered superior perfor-
mance, which is consistent with the trends in state-
of-the-art translation, where generative LLMs uti-
lizing prompt strategies got the best results. Also,
we showed the ability of the models to perform
localization avoiding paraphrasing the input, where
the results showed that the rule-based approach
makes fewer unnecessary changes, compared to
LLMs.

These findings open doors for novel generative
LLM techniques with prompts, which utilize few-
shot models along with descriptive cues from con-
trastive analysis. This approach could allow the
model to understand regional subtleties via exam-
ples and enhance accuracy in modifications using
insights from the contrastive analysis classifica-
tions. Moreover, we intend to tailor causal lan-
guage models with techniques such as prompts that
include task-specific knowledge in order to further
experiment with this task.
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