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Abstract

The automatic assessment of text readability
and the classification of texts by levels is es-
sential for language education and language-
related industries that rely on effective commu-
nication. The Common European Framework
of Reference for Languages (CEFR) provides
a widely recognized framework for classifying
language proficiency levels. This framework
can be used not only to assess the proficiency
of learners of a given language, but also from a
readability perspective, as a means to identify
the proficiency required to understand specific
pieces of text. In this study, we address the au-
tomatic assessment of text readability accord-
ing to CEFR levels in European Portuguese.
For that, we explore the fine-tuning of several
foundation models on textual data used for pro-
ficiency evaluation purposes. Additionally, we
aim at setting the ground for more comparable
research on this subject by defining a new pub-
licly available test set. Our experiments show
that the best models can achieve around 80%
accuracy and 75% macro F1 score. However,
they have difficulty in generalizing to differ-
ent types of text, which reveals the need for
additional and more diverse training data.

1 Introduction

Identifying the readability level of a text is relevant
across diverse domains, encompassing not only lan-
guage education but also various language-related
industries and many other human activities. In
education, assessing the readability level allows
educators and curriculum designers to match texts
to the learners’ abilities, fostering effective lan-
guage development and personalized learning ex-
periences. Moreover, outside the education domain,
readability level classification finds applications in
different sectors. For instance, in the banking indus-
try, presenting financial information and policies at
an appropriate readability level ensures that clients
can understand terms and conditions, enabling well-

informed decision-making. Similarly, in healthcare,
accessible and understandable medical instructions,
consent forms, and patient information materials
are crucial for individuals with varying levels of
language proficiency. Furthermore, legal informa-
tion, government communications, user manuals,
and many others, benefit from accurately assessing
the readability level of written materials, facilitat-
ing effective communication, content transparency,
and general comprehension.

The Common European Framework of Refer-
ence for Languages (CEFR) (Council of Europe,
2001) provides a widely recognized framework for
classifying language proficiency levels, ranging
from A1 (beginner) to C2 (proficient). This frame-
work is typically used to assess the proficiency level
of learners of a given language. However, it can
also be used from a readability perspective, as a
means to identify the proficiency required to under-
stand specific pieces of text. Therefore, by explor-
ing the readability perspective of the CEFR, we can
make a significant contribution to enhancing the
understanding of text comprehension factors and
their far-reaching implications for both education
and language-related industries seeking to convey
information to learners or clients in a manner that
is clear, concise, and easily understood.

Determining the readability level of texts
presents its own set of challenges, particularly
when working with languages that have limited
annotated resources. Annotating large amounts
of text data with CEFR levels is a labor-intensive
and time-consuming task, often requiring expert
domain knowledge. Consequently, the scarcity of
labeled data hinders the development of robust and
accurate models for automatic readability level clas-
sification in multiple languages.

In this study, we address the automatic assess-
ment of text readability according to CEFR lev-
els in European Portuguese. For that, we rely on
the recent developments on foundation models for



Portuguese (Rodrigues et al., 2023) and compare
the performance of those models with that of pre-
viously existing ones when fine-tuned on textual
data used for proficiency evaluation purposes by
Camdes, I.P. !, the official Portuguese language
institute. Additionally, considering that this data is
not publicly available and that different subsets of
it were used in previous studies on the task (e.g.,
Branco et al., 2014b; Curto et al., 2015; Santos
et al., 2021), we aim at setting the ground for more
comparable future research on this subject by defin-
ing a new test set based on the model exams that
are publicly available on the institute’s website.

In the remainder of this document, we start by
providing an overview of related work on auto-
matic text readability level assessment, with a fo-
cus on European Portuguese in Section 2. Then, in
Section 3, we describe our experimental setup, in-
cluding the dataset, the foundation models, and the
methodologies employed for fine-tuning and evalu-
ation. Next, in Section 4, we present and discuss
the results of our experiments, including the errors
and biases observed for the different models. Fi-
nally, in Section 5, we summarize the contributions
of this study, discuss its limitations, and provide
pointers for future research in the area.

2 Related Work

Readability assessment is a problem that has been
widely explored over the years. Traditionally, the
problem is addressed by creating readability for-
mulas or indexes based on statistical information
and/or domain knowledge (DuBay, 2004; Cross-
ley et al., 2017). Among these, the most widely
used are the Flesch Reading Ease Index and the
Flesch-Kincaid Grade Level (Kincaid et al., 1975).

However, considering the developments in Ma-
chine Learning (ML), and especially in Natural
Language Processing (NLP), the research on auto-
matic readability assessment shifted towards fol-
lowing the trends in the NLP area (Graesser et al.,
2004; McNamara et al., 2014). This trend was
also followed in related tasks, such as lexical com-
plexity assessment (North et al., 2023). Early ap-
proaches (and many recent ones for low-resource
languages) relied on handcrafted features, such
as word frequency, sentence length, and syntac-
tic complexity, combined with traditional machine
learning algorithms, such as decision trees and
Support Vector Machines (SVMs) (e.g., Aluisio
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et al., 2010; Francois and Fairon, 2012; Karpov
et al., 2014; Curto et al., 2015; Pilan and Volodina,
2018; Forti et al., 2020; Leal et al., 2023). Then,
Deep Learning (DL) approaches relying on pre-
trained word embeddings, such as those generated
by Word2Vec (Mikolov et al., 2013), emerged (e.g.,
Cha et al., 2017; Nadeem and Ostendorf, 2018;
Filighera et al., 2019). Finally, more recently, re-
search in the area shifted towards the fine-tuning of
pre-trained Transformer-based foundation models,
such as BERT (Devlin et al., 2019), GPT (Radford
et al., 2019), and RoBERTa (Liu et al., 2019) (e.g.,
Santos et al., 2021; Yancey et al., 2021; Martinc
et al., 2021; Mohtaj et al., 2022).

Similarly to most NLP tasks, a significant part
of the research on automatic text readability level
assessment focuses on the English language (e.g.,
Xia et al., 2016; Cha et al., 2017; Nadeem and
Ostendorf, 2018; Filighera et al., 2019; Martinc
et al., 2021). However, in this case, there are also
several studies addressing the problem in other lan-
guages, many of which are low-resourced. For
instance, there are studies in French (e.g., Francois
and Fairon, 2012; Frangois et al., 2020; Yancey
et al., 2021; Wilkens et al., 2022; Hernandez et al.,
2022), Chinese (e.g., Sung et al., 2015), German
(e.g., Mohtaj et al., 2022), Italian (e.g., Forti et al.,
2020; Santucci et al., 2020), Russian (e.g., Karpov
et al., 2014; Reynolds, 2016), Swedish (e.g., Jons-
son et al., 2018; Pilan and Volodina, 2018), and
Slovenian (e.g., Martinc et al., 2021).

Focusing on Portuguese, there are a few studies
covering the Brazilian variety of the language (e.g.,
Scarton and Aluisio, 2010; Aluisio et al., 2010;
Leal et al., 2023). However, in this study, we are
mainly interested in the European variety. Thus,
below, we describe previous studies covering this
variety in further detail.

The Portuguese version of the REAP tutoring
system (Marujo et al., 2009) included a readability
level classifier trained on 5™ to 12"-grade text-
books. The model was based on SVMs applied
to lexical features, such as statistics of word uni-
grams, and included additional strategies to capture
the ordinal nature of the levels (McCullagh, 1980).
Although this model was accurate when applied
to school textbooks, its performance significantly
decreased when applied to exams of the 6, 9
and 12" grades.

LX-CEFR (Branco et al., 2014b) is a tool de-
signed to help language learners and teachers of
Portuguese in assessing the CEFR level of a text.
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It focuses on four different features independently:
the Flesch Reading Ease index, the lexical category
density in terms of the proportion of nouns, the
average word length in number of syllables, and
the average sentence length in number of words. A
corpus of 114 labeled excerpts extracted from the
Portuguese exams performed by Camdes, 1.P. was
used to compute the correlation between these fea-
tures and the readability level. A subsequent study
(Branco et al., 2014a) focused on the re-evaluation
of the tool by human experts, as well as the re-
annotation of the texts by multiple language in-
structors. Regarding the latter, the inter-annotator
agreement was of just 0.17, which reveals the diffi-
culty and subjectivity of the task.

Curto et al. (2015) explored the use of several
traditional ML algorithms for the task. The al-
gorithms were applied to 52 features split into 5
different groups: Part-of-Speech (POS), chunks,
sentences and words, verbs, averages and frequen-
cies, and extras. The experiments were performed
on an extended version of the dataset used in the
context of LX-CEFR containing 237 excerpts. The
highest performance was achieved using Logit-
Boost (Friedman et al., 2000). Additionally, simi-
larly to what was observed by Branco et al. (2014a),
a re-annotation of this extended version of the
dataset by two groups of multiple experts revealed
low inter-annotator agreements of 0.188 and 0.164
(Curto, 2014).

Finally, Santos et al. (2021) explored the use of
two neural models for the task. More specifically,
they fine-tuned Portuguese versions of the GPT-
2 (Radford et al., 2019) and RoBERTa (Liu et al.,
2019) models on multiple variants of the dataset
of Camdes, I.P. exams to compare the performance
not only between the two foundation models, but
also with that of previous approaches to the task.
Overall, on the larger versions of the dataset, in-
cluding a new one with 500 excerpts, the fine-tuned
GPT-2 model achieved the highest performance.
Our study builds on this one by assessing the per-
formance of several additional foundation models
and by performing a deeper analysis of their perfor-
mance, with a focus on the errors and their causes.

3 Experimental Setup

In this section, we describe our experimental setup.
We start by describing the dataset used in our ex-
periments in Section 3.1. Then, in Section 3.2,
we list the multiple foundation models used in our

Al A2 Bl B2 C1 Total

Train 92 157 240 49 60 598
Test 8 12 5 3 4 32

Table 1: Distribution of the texts in the dataset of
Camoes, I.P. exams across CEFR levels.

study. In Section 3.3, we describe the methodology
used for fine-tuning those models and evaluate their
performance on the task. Finally, in Section 3.4,
we provide implementation details that enable the
future reproduction of our experiments.

3.1 Dataset

Similarly to the previous studies on automatic text
readability assessment in European Portuguese dis-
cussed in Section 2, our dataset is comprised of
texts extracted from the Portuguese exams per-
formed by Camdes, 1.P., the official Portuguese
language institute. The texts cover the CEFR lev-
els Al to Cl1, as defined in the Portuguese version
of the framework (Grosso et al., 2011; Direcao de
Servigos de Lingua e Cultura, Camdes, [.P., 2017).
Considering that these texts are used for evalua-
tion purposes and can be reused over time, they
are not publicly available. This makes it hard for
researchers who have no access to the texts to per-
form research on the task. Furthermore, the number
of annotated texts increases over time and there is
no standard partitioning of the data. This led to mul-
tiple different versions of the dataset being used
in the previous studies, which makes it difficult to
compare the existing approaches. However, there
is a set of model exams (one for each level) that is
publicly available on the institute’s website. Thus,
we propose to extract the texts used for reading
comprehension in those exams and use them as
a test set. This way, evaluation can be standard-
ized in the future and researchers without access
to the private exams can still at least evaluate their
approaches on this set.

Table 1 shows the distribution of the texts across
CEFR levels. At the time of this study, there were
598 texts available from the private exams. We
can see that there is a bias towards the middle (B1)
level and fewer examples of the advanced levels.
Furthermore, considering that some texts are reused
over time, some of the examples consist of small
variations of the same text.

The test set extracted from the publicly available



E favor ndo jogar a bola no interior da escola.

Al Please do not play football inside the school.
Al E obrigatério desligar o computador antes de sair da sala.
It is mandatory to turn off the computer before leaving the room.
A2 Lamentamos mas ndo é possivel atendé-lo agora. Tente mais tarde.
We are sorry, but we are unable to assist you at this time. Try again later.
A2 Avariado. Pedimos desculpa pelo incomodo.

Out of service. We apologize for the inconvenience.

Table 2: Examples of short texts that only occur in the model exams of the A levels.

model exams consists of 32 texts. The distribution
across levels differs from that of the texts of the
private exams, with 20 of them belonging to the
A levels. This is due to a type of reading compre-
hension exercise that includes several short texts
and only occurs in the model exams of the A levels.
Examples of these short texts are shown in Table 2.

3.2 Foundation Models

In terms of foundation models (Bommasani et al.,
2021), we aim to extensively cover the models that
are currently publicly available for Portuguese, in-
dependently of the language variety (Brazilian or
European). They are described below.

3.2.1 BERTimbau

BERTimbau (Souza et al., 2020) is the most used
Portuguese foundation model. It follows the origi-
nal BERT architecture (Devlin et al., 2019), but
it was trained on the Brazilian Web as a Cor-
pus (brWaC) (Wagner Filho et al., 2018) solely for
Masked Language Modeling (MLM). There are
large and base variants of the model, with 335M
and 110M parameters, respectively. There is also a
distilled version of the model, obtained by applying
the DistilBERT approach (Sanh et al., 2019) to the
base variant.

3.2.2 BERTugues

BERTugues (Zago, 2023) improves on BERTim-
bau by being trained on a quality-filtered version of
brWaC. Furthermore, it was also trained for Next
Sentence Prediction (NSP). Additionally, its tok-
enizer includes emojis and discards characters that
only very rarely occur in Portuguese. Contrarily to
BERTimbau, BERTugues only has a base variant,
with 110M parameters.

3.2.3 RoBERTaPT

RoBERTa PT (Santos et al., 2021) is a small ver-
sion of RoBERTa (Liu et al., 2019) with 68M

parameters trained on 10 million Portuguese sen-
tences and 10 million English sentences from the
OSCAR corpus (Suarez et al., 2019). It was trained
by Santos et al. (2021) to be used in their study on
automatic readability level assessment.

3.2.4 GPorTuguese-2

GPorTuguese-2 (Guillou, 2020) is a fine-tuned ver-
sion of the English GPT-2 small model (Radford
et al., 2019) on the Portuguese Wikipedia. It has
124M parameters. This was the model used as a
foundation to achieve the highest performance in
the study on automatic readability level assessment
by Santos et al. (2021).

3.2.5 Albertina PT-*

Albertina PT-* (Rodrigues et al., 2023) is a family
of models based on DeBERTa (He et al., 2021).
There are models for both European Portuguese
and Brazilian Portuguese. For each language vari-
ety, there are large and base variants of the model,
with 900M and 100M parameters, respectively. The
models for Brazilian Portuguese were trained on
brWaC, while the ones for European Portuguese
were trained on a combination of transcriptions
of debates in the Portuguese Parliament, the Por-
tuguese portions of European Parliament corpora,
and the European Portuguese portion of the OS-
CAR corpus. Fine-tuned versions of these models
currently achieve state-of-the-art performance on
several NLP tasks in Portuguese.

3.3 Training & Evaluation Methodology

Starting with the evaluation metrics, we adopt ac-
curacy, adjacent accuracy, and the macro F; score,
which are some of the most common across previ-
ous studies on automatic readability level classifica-
tion. Accuracy evaluates the precise identification
of a text’s readability level, while adjacent accuracy
also considers neighboring levels, offering further



insight into the identification of texts slightly eas-
ier or harder than the assigned level. Considering
that the distribution of the texts across levels is not
balanced, the macro F; score is also a relevant met-
ric to understand whether the classifiers are biased
toward the prediction of the majority classes.

The studies on automatic readability level as-
sessment in European Portuguese described in Sec-
tion 2 relied on cross-validation approaches to eval-
uation. As stated by Santos et al. (2021), cross-
validation is not a common practice when training
large neural models as it is a time-consuming pro-
cess. Still, even though we defined a new test set
for evaluation, we also relied on a 10-fold cross-
validation approach to perform hyperparameter tun-
ing and identify the top-performing foundation
models for the task. This allows us to assess the
performance of our models in an evaluation sce-
nario that is similar to those of previous studies and
to rely on the test set solely for assessing the gener-
alization ability of the top-performing models.

In each fold of the cross-validation process, the
foundation models are fine-tuned for 20 epochs.
The weights of the best epoch are then selected
according to the accuracy of the model. Consid-
ering that the cross-validation process generates
10 different fine-tuned models for each foundation
model, we use them as an ensemble to generate the
predictions for the test set. To aggregate the pre-
dictions of the multiple models, we experimented
with approaches based on probability, ranking, and
majority voting. We were not able to identify an
approach that was clearly better than the others.
Thus, we opted for averaging the class probabili-
ties predicted by the multiple models.

To enhance robustness and mitigate the impact
of randomness, we performed three independent ex-
perimental runs, each with a different random seed
for the cross-validation splitting process. Then, we
performed ten runs using the top-performing mod-
els to assess their generalization ability to the test
set. Unless stated otherwise, the evaluation met-
rics are reported as both the average and standard
deviation across these runs. All of the metrics are
reported in percentage form.

3.4 Implementation Details

To train our models, we relied on the function-
ality offered by the HuggingFace’s Transformers
library (Wolf et al., 2020). We used the default
values for most of the hyperparameters. However,
we performed a grid search to identify appropriate

values for the batch size and learning rate. For most
foundation models, the best results were achieved
using a batch size of 32 and a learning rate of
5 x 107°. One of the exceptions is GPorTuguese-
2, which is highly influenced by padding. Thus,
we used a batch size of 1. Furthermore, the best
results were achieved using a lower learning rate
of 1 x 107°. The other exception refers to the
large versions of the Albertina PT-* models, which
exhibited erratic behavior for larger values of the
batch size and learning rate. Thus, we used a batch
size of 16 and a learning rate of 1 x 1075,

4 Results

Considering that we use a cross-validation ap-
proach to identify the top-performing foundation
models for automatic readability level classification
in European Portuguese, in Section 4.1, we start
by presenting and discussing the results achieved
by the multiple foundation models in that scenario.
Then, in Section 4.2, we take the best models and
assess their generalization ability by analyzing their
performance and errors on the test set.

4.1 Cross-Validation

Table 3 shows the results achieved by fine-tuning
the multiple foundation models to the task. First
of all, we can see that all models achieved an accu-
racy above 75%. In comparison, the best model in
the study by Santos et al. (2021) achieved similar
performance on the version of the dataset with 500
excerpts. This means that the additional training
data we have available makes a significant impact
on the performance of the models.

Looking into specific models, starting with
BERTimbau, the most used foundation model for
Portuguese, we can see that the performance of its
three variants is as expected, with the large model
performing better than the base one and the dis-
tilled version trading less than 1% performance for
areduced size and faster training and inference.

BERTugues was able to outperform the large
version of BERTimbau despite having the same
number of parameters as the base version. This was
also observed by its author for other NLP tasks in
Portuguese (Zago, 2023) and reveals the advantage
of training foundation models on quality-filtered
data and having a tokenizer that is more appropriate
for the language.

RoBERTa PT, which is the smallest model used
in our experiments, achieved performance similar



Model Accuracy Adjacent Accuracy Macro Fq
BERTimbau Large 79.2642.09 95.99+0.61 71.68+2.61
BERTimbau Base 78.26+1.67 95.714+0.59 71.30£2.60
BERTimbau Distilled  77.65+0.68 95.71£0.51 70.98+0.60
BERTugues 79.43+0.29 95.5440.51 72.76£0.77
RoBERTa PT 79.15+0.75 97.05+0.25 71.49+1.15
GPorTuguese-2 81.16£0.63 96.71+0.92 74.81£1.60
Albertina PT-PT Large 77.42+0.34 94.48+0.67 70.92+0.65
Albertina PT-BR Large 76.15£0.59 93.4240.82 69.07£0.70
Albertina PT-PT Base  81.77+0.44 96.27+£0.54 76.17+£1.01
Albertina PT-BR Base  80.43+1.60 95.9940.61 73.88£1.67

Table 3: Cross-validation results achieved by fine-tuning the foundation models to the task.

to that of the large version of BERTimbau in terms
of accuracy and macro F; score and the highest
adjacent accuracy overall. This can be justified by
the improvements in the training process used by
RoBERTa, such as dynamic masking (Liu et al.,
2019). However, the pre-training on Portuguese
sentences from the OSCAR corpus is also expected
to have an impact, as the European variety of the
language is considered as well.

GPorTuguese-2, the only foundation model of
the GPT family used in our study, is one of the top-
performing, ranking second in terms of every met-
ric. Similarly to what was observed by Santos et al.
(2021), it outperformed RoBERTa PT in terms of
accuracy (by two percentage points in comparison
to three in their study). The performance achieved
using this model suggests that it is still a safe selec-
tion despite the existence of more recent foundation
models. However, as its performance is impacted
when dealing with padded inputs, it is not possi-
ble to take full advantage of modern hardware for
its training, making it slower than fine-tuning the
large variant of BERTimbau and nearly as slow as
fine-tuning the large Albertina PT-* models, which
have nearly nine times the number of parameters.

Looking into the results of the models in the Al-
bertina PT-* family, we can see that the foundation
models trained on data in European Portuguese
outperform their Brazilian Portuguese counterparts.
This confirms that the differences between the two
varieties are relevant and impact how the difficulty
level of a text is perceived.

Furthermore, among this family, we can find
both the top and worst-performing models on this
task. The large models that achieve state-of-the-art
performance on several NLP tasks in Portuguese

actually achieved the worst results in our experi-
ments in terms of every metric. We argue that this
is a case of overfitting, as these models are too
large for the number of training examples avail-
able. Thus, we expect them to perform better given
a sufficiently large and representative amount of
training data. On the other hand, the base models
are among the top performers on the task, achieving
an accuracy above 80%.

Overall, the highest performance in the cross-
validation scenario was achieved by fine-tuning
the base version of the Albertina PT-PT model.
The accuracy was 81.77% and the macro F; score
was 76.17%. This also represents the lowest dif-
ference between both metrics across all models.
On this subject, Santos et al. (2021) observed a
difference of 13.60 percentage points when using
RoBERTa PT and 6.72 percentage points when us-
ing GPorTuguese-2. Those values are reduced to
7.66 and 6.35 in our experiments, which suggests
that the additional training data leads to less biased
models. However, the difference between the met-
rics suggests that the models are still somewhat
biased or that, at least, they have more difficulty in
identifying examples of certain levels.

Table 4 shows the confusion matrices of the best
runs of the two top-performing models. We can
see that both models have a recall of at least 90%
for the B1 level, which is both the middle level and
the most prominent in the training dataset. On the
other hand, the models seem to have some difficul-
ties in distinguishing between the A levels. The
main difference between the two models seems to
be how they address the advanced levels. While
GPorTuguese-2 seems to have some difficulties in
distinguishing between the B2 and Cl1 levels, Al-



Albertina PT-PT Base

GPorTuguese-2

Predicted
Al A2 Bl B2 Ci1

Al 73 16 30 0
A2 22 133 2 0 0
B1 3 10 216 6 5
B2 0 0 14 28 7
C1 0 2 13 4 4]

Actual

Predicted
Al A2 Bl B2 Cl1
Al 73 17 2 0 0
= A2 29 127 1 0 O
£ BL 3 7 28 6 6
< B2 0 0 6 28 15
c1 0 0 3 15 42

Table 4: Confusion matrices of the best runs of the top-performing models in the cross-validation scenario: Albertina
PT-PT Base (82.11% accuracy) and GPorTuguese-2 (81.60% accuracy).

bertina PT-PT Base seems to be more biased toward
the prediction of the B1 level.

4.2 Generalization to the Test Set

Table 5 shows the performance of the two top-
performing models in the cross-validation scenario
when applied to the test set. We can see that
the highest average performance is just 45.64% in
terms of accuracy and 51.27% in terms of macro F;
score, which reveals a lack of generalization ability
by both models. Still, the GPorTuguese-2 model
seems to generalize better than the base version of
the Albertina PT-PT model in terms of accuracy
and adjacent accuracy.

Among all the runs of the two models, we
achieved a top performance of 50.00% in terms
of accuracy, 84.38% in terms of adjacent accuracy,
and 58.39% in terms of macro F; score. These
results still represent a significant decrease in com-
parison to the performance achieved in the cross-
validation scenario. Thus, it is important to assess
the cause of this drop in performance when the
models are applied to the test set.

Table 6 shows the confusion matrices of the best
runs of Albertina PT-PT Base and GPorTuguese-2
when applied to the test set. We can see that the
main difference observed between the two mod-
els in the cross-validation scenario can also be ob-
served in this case. However, we can also see that
both models predict several examples of the A lev-
els as being of the B1 level. Without further in-
formation, one may be tempted to assume that the
models are biased toward the prediction of the level
that is predominant in the training data. However,
by inspecting those examples, we found out that
they correspond to the short texts, such as those
shown in Table 2, that are exclusive to the model
exams of the A levels. Their classification as B1

can be explained by the fact that, even though they
are significantly longer, the shortest texts on the
training data are of that level. Thus, the inability of
the models to generalize their performance to this
kind of text can be overcome by including more
diverse kinds of text in the training data.

If those short texts are not considered, the aver-
age accuracy of the GPorTuguese-2 and Albertina
PT-PT models improves to 76.84% and 72.63%,
respectively. Although there is still a significant
difference, these results are much closer to the per-
formance in the cross-validation scenario. Due to
space constraints and the size of texts, we are not
able to show additional examples that are misclas-
sified by the models. However, two examples are
consistently misclassified. One of them is a dialog
between two students about going to the library
after class. It is of level A2 but is classified as level
Al. The other is a description of the Erasmus+
program. It is of level C1 but is classified as being
of one of the B levels. While the former can be
explained by the simple vocabulary and the short
sentences used in the dialog, the latter can be ex-
plained by the fact that the difficulty comes mainly
from the length of the sentences. However, it is
important to remember that the classification of
texts by readability level is a task that is subjective
and difficult even for humans (Branco et al., 2014a;
Curto, 2014).

5 Conclusion

In this paper, we have addressed the automatic
assessment of text readability level in European
Portuguese. For that, we have explored the use
of several foundation models and compared their
performance when fine-tuned on textual data used
for proficiency evaluation according to CEFR lev-
els. Additionally, we have proposed a new publicly



Adjacent Accuracy Macro Fq

Model Accuracy
GPorTuguese-2 45.63+3.02
Albertina PT-PT Base 43.13+2.87

81.56+0.99 50.34+4.07
78.13+£0.00 51.27+3.93

Table 5: Results achieved on the test set by the two top-performing models in the cross-validation scenario.

Albertina PT-PT Base GPorTuguese-2
Predicted Predicted
Al A2 Bl B2 Cl1 Al A2 Bl B2 Cl1
Al 3 0 5 0 0 Al 3 0 5 0 0
= A2 2 2 8 0 0 = A2 1 3 8 0 0
£B 1 0 4 0 0 £ B 0 0 5 0 0
< B2 0 0 0 3 0 < B2 0 0 0 2 1
cT 0 0 1 o0 3 cT 0 o0 0 1 3

Table 6: Confusion matrices of the best runs of the Albertina PT-PT Base (46.88% accuracy) and GPorTuguese-2

(50.00% accuracy) models on the test set.

available test set that promotes more comparable
research on this subject.

Our experiments in a cross-validation scenario
have shown that, considering the reduced amount
of training data, the highest performance can be
achieved by fine-tuning the base version of the re-
cently released Albertina PT-PT model. However,
for the same reason, the model has generalization
issues when applied to kinds of text different from
those that appear in its training data. Thus, sim-
ilarly to many other NLP tasks in low-resourced
languages, it is important to obtain more annotated
data in order to train better models.

In future work, to mitigate the data scarcity prob-
lem, we intend to explore the use of data in the
Brazilian variety of the language for training and
assess whether the information provided by the ad-
ditional data can outweigh the problems introduced
by the differences between the two varieties. More
broadly, we also want to explore the use of anno-
tation data in other languages in combination with
multilingual foundation models.

Additionally, considering the ordinal nature of
the CEFR levels, we intend to assess whether there
are benefits in addressing the problem as a regres-
sion task by fine-tuning the foundation models to
output a continuous value instead of a specific level.

Still regarding potential approaches to the task,
the emergence of large language models like Chat-
GPT (OpenAl, 2023) and LLaMa (Touvron et al.,
2023), which exhibit commendable performance
across various tasks, even in zero-shot scenarios,

presents an enticing avenue to investigate.

Finally, considering the subjectivity of readabil-
ity level assessment and its potential applications, it
is important to make an effort towards the develop-
ment of interpretable models for this task, in order
to understand why a text is of a given level and how
it can changed according to the proficiency level of
the target audience.
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