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Abstract

Annotating datasets can often be prohibitively expensive and laborious. Emotion annotation specifically has been
shown to be a difficult task in which even trained annotators rarely reach high agreement. With the introduction of
ChatGPT, GPT-4 and other Large Language Models (LLMs), however, a new line of research has emerged that
explores the possibilities of automated data annotation. In this paper, we apply GPT-4 to the task of annotating
a dataset, which is subsequently used to train a BERT model for emotion analysis of Finnish parliamentary
speeches. In our experiment, GPT-4 performs on par with trained annotators and the annotations it produces
can be used to train a classifier that reaches micro F1 of 0.690. We compare this model to two other models that
are trained on machine translated datasets and find that the model trained on GPT-4 annotated data outperforms
them. Our paper offers new insight into the possibilities that LLMs have to offer for the analysis of parliamentary corpora.
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1. Introduction

Recent years have shown growing interest in the
studies of sentiments and emotions in politics (see
e.g., Fraccaroli et al. 2022; Orellana and Bisgin
2023). In the Finnish context, however, this is still
an underdeveloped field of study. Koljonen et al.
(2022) analyze emotion in post-WWII party mani-
festos, but analysis on modern plenary speeches in
Finland is a largely unexplored territory. While senti-
ment analysis typically aims to categorise texts into
two or three categories (positive, negative + neu-
tral), emotion analysis aims at a more fine-grained
classification, where texts are divided into emotion
categories based on the emotion(s) they reflect.
Sentiment and emotion classification have tradition-
ally been done with dictionary based methods but
they have given way to deep-learning approaches,
which have shown greater classification accuracy
(Widmann and Wich, 2023; Borst et al., 2023).

The downside of deep-learning is that it requires
annotated training data. Data annotation is notori-
ously laborious, time consuming and often expen-
sive. Crowd-sourcing platforms, such as Amazon’s
Mechanical Turk (MTurk) can be used to cut costs
but there has been growing concern over both the
quality of annotations and the ethical questions that
using MTurk raises (e.g. Chmielewski and Kucker,
2020; Shmueli et al., 2021). When a ready-made
dataset in the desired language is not available, and
there are not sufficient resources to build a dataset
from the ground up, there are few options available
for researchers. One option is to machine translate
an existing dataset to the desired language (Eskeli-
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nen et al., 2023). Very recently, a new option has
emerged, which is leveraging ChatGPT or other
similar large language models (LLMs) to do the
previously laborious and costly annotation quickly
and relatively cheaply.

This paper explores the possibilities of using
GPT-4 to annotate a dataset that is used to train
a BERT-based classifier for analysing emotion in
Finnish parliamentary speeches. We create and
evaluate an emotion annotated dataset and show
that a BERT model trained on this data outperforms
models trained on machine translated datasets.
Our results show that GPT-4 is a promising tool for
creating datasets for emotion analysis in parliamen-
tary speeches. All training scripts and annotated
data are available on GitHub.'

2. Background

GPT is a family of LLMs trained on massive natural
language datasets that continue a given prompt
with words that have the statistically best fit (Floridi
and Chiriatti, 2020). ChatGPT has been further
trained with conversational data to produce coher-
ent responses to questions and to follow instruc-
tions. The version of ChatGPT that is most com-
monly used is also known as GPT-3.5. GPT-4 is an
even larger and more capable multimodal model
that performs well even in many academic and pro-
fessional exams (OpenAl et al., 2023).

BERT is a language representation model which
was first introduced in 2018 and outperformed state-
of-the-art models in several Natural Language Pro-
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cessing (NLP) tasks (Devlin et al., 2018). It is still
today the standard in many NLP tasks. There are of-
ten two stages in the BERT algorithm workflow: first,
pre-training which uses masked language mod-
elling and next sentence prediction, and second,
fine-tuning (Rogers et al., 2020). We use FInBERT
(Virtanen et al., 2019) as our base model, which
we fine-tune with data annotated by GPT-4.

Using ChatGPT for automating the annotation
process is not a wholly original idea. In earlier re-
search, ChatGPT has been used successfully in
annotation tasks. For example, Gilardi et al. (2023)
compare annotations between trained annotators
and ChatGPT. They show that ChatGPT outper-
forms both crowd workers and trained annotators
in a number of tasks with regard to inter annotator
agreement. Malik et al. (2024), also, use ChatGPT
to create annotated data to train a multi-label emo-
tion classification model. Their model trained with
data annotated by ChatGPT achieves satisfactory
performance when using 8 emotion categories to
classify emotions in tweets.

There is no one set of emotions that is uni-
versally used in emotion analysis, and, instead,
papers in the field use a wide set of emotions.
Bostan and Klinger (2018) compile and compare
14 datasets built for emotion classification using 12
different annotation schemes. Many papers use
either Ekman’s six basic emotions (Ekman, 1992)
or Plutchik’s wheel of emotions (Plutchik, 1982) as
the basis of their set of emotions but often modify
the taxonomy somewhat to suit the needs of the
study. Others use a whole different set of emotions,
such as the GoEmotions dataset, which employs a
28 category taxonomy (Demszky et al., 2020). The
only pre-existing Finnish resources for emotion an-
notation that we are aware of are the XED corpus,
which contains sentence-level multi-label emotion
annotations for movie subtities (Ohman et al., 2020)
and the emotion lexicon SELF (Ohman, 2022).

3. Data

ParlamenttiSampo (Semantic Computing Re-
search Group, 2021) contains the transcribed
records of all plenary sessions of the Finnish Par-
liament (Eduskunta). To create our own dataset
of emotion annotated plenary debates, we hand-
picked a number of plenary sessions discussing
the reports of the Parliamentary Committees of the
Finnish Parliament between the years 2017 and
2020. The 17 permanent Committees play an influ-
ential role in the decision-making in the Parliament.
The Committees prepare e.g., legislative initiatives,
government bills and reports for handling in ple-
nary sessions. MPs are divided to the Committees
proportionally in a way that reflects the strength of
each party in the Parliament.
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Each Committee works within their own field of
expertise within the scope of a corresponding min-
istry. Thus, by choosing speeches from different
committee reports, we assure that the speeches
in our training data cover a variety of topics, terms
and perspectives, which might evoke different emo-
tional responses from MPs. This leads to a more
representative dataset as parties tend to be more
active in policy areas that are important to the
party’s key voter clientele (Back and Debus, 2016).
We choose plenary debates from two different par-
liamentary terms to combat any bias caused by the
changing dynamics between parties within parlia-
mentary terms. Opposition politicians are inclined
to have a greater incentive to persuade voters and
reclaim their position as a credible alternative to
become the governing party (Russell et al., 2017).
In a competitive parliamentary system, opposition
politicians tend to criticise government policies and,
thus, their status of as an opposition MP is likely
to affect their behaviour and rhetoric (Tuttnauer,
2018).

Our final data comes from 15 Committee re-
ports consisting of 529 speeches, which were split
into 6025 sentences using the Python NLP toolkit
Trankit (Nguyen et al., 2021). We use the sentence
as the unit of observation.

4. Methods

The steps we took in the creation of our dataset and
model are as follows: First, we manually annotated
a small set of sentences from parliament that act
as the gold standard against which all evaluation is
done. Then, we used GPT-4 to annotate the same
set and evaluate its performance. Over multiple
iterations and prompt engineering we reached re-
sults that are comparable to human performance.
We then used GPT-4 to annotate a larger set of
sentences using the same prompt. This data was
then used as training data for a BERT model.

ID | Emotion N | %
0 | neutral 153 | 53
1 | happiness/success 17 | 6
2 | hopefulness/optimism/trust | 33 | 11
3 | love/praise 37 | 13
4 | surprise (positive) 3 1
5 | sadness/disappointment 3 1
6 | fear/concern/mistrust 17 | 6
7 | hate/disgust/derision 21 7
8 | astonishment (negative) 6 2

Table 1: Emotion categories and gold standard
labels.



4.1. Data Annotation

251 sentences from three plenary debates were
manually annotated. Initially, we planned to use
Ekman’s six basic emotions to categorise the sen-
tences but testing showed that the annotators strug-
gled to assign sentences to these categories con-
sistently. Hence, we chose to create our own set of
emotions based on the emotions that we observed
in the data. After further test rounds and discussion,
we decided on a final set of 8 emotions + neutral
(see Table 1). The final evaluation data, which we
refer to as the gold standard, was annotated by
four expert annotators (ann1-ann4). The annota-
tors were native speakers of Finnish and all were
familiar with the practices and typical rhetoric of
the Finnish Parliament. The emotion label of a sen-
tence was chosen by majority vote. If a sentence
did not have a single winning label, all winning la-
bels were accepted as a possible labels, which is
why the numbers in Table 1 add up to more than
251. 31 sentences in the gold standard have more
than one label, 27 of which have two and four have
four labels.

The emotion categories in Table 1 were cho-
sen because annotation tests showed that they
reflected the data well and to create an annota-
tion scheme where the emotions are balanced in
terms of sentiment: four emotions express positive
and another four negative sentiment. This is to
prevent the formation of catch-all categories, which
might oversimplify and distort the analysis. To ease
annotation and make the emotions more clearly de-
fined, we decided to refine the emotion categories
by specifying their different manifestations: for ex-
ample, love in the context of parliamentary speech
can also be understood as praise or admiration. A
challenge that emerged was to distinguish between
true emotion and rhetorical strategy. In other words,
what should be classified as an emotion, instead
of a mere performance? We followed a definition
commonly employed by psychologists in viewing
emotion as a subcategory of affect, wherein affect
is embodied and unconscious, while emotions are
more structured and patterned expressions of af-
fects, anchored in language.

4.2. Prompting and Model Training

Interacting with LLMs requires prompt engineering,
which refers to formulating and manipulating the
model input in such a way that desired results are
achieved. We tried multiple different prompts and
compared the results to our gold standard before
settling on the final version. We found that writing
the prompt in English, even though our data is in
Finnish, improved the results. This effect is likely
explained by the fact that GPT-4 performs worse
on low resource languages, such as Finnish, com-
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annotators K F1 micro F1 macro
anni-ann2 | 0.406 0.602 0.379
anni-ann3 | 0.476 0.685 0.429
anni-ann4 | 0.145 0.590 0.355
ann2-ann3 | 0.553 0.713 0.529
ann2-ann4 | 0.624 0.729 0.590
ann3-ann4 | 0.518 0.673 0.481
average 0.499 0.655 0.416
gold-GPT-4 | 0.554 0.725 0.495

Table 2: Inter-annotator agreement between differ-
ent human annotators and between gold standard
and GPT-4.

pared to its performance on English (OpenAl et al.,
2023). We also tried including the preceding and
following sentences for each example as context
but found that this only confused the model and led
to worse results. We noted that keeping the instruc-
tions short and concise led to higher inter-annotator
agreement than including detailed explanations for
each class. Finally, using GPT-4 gave better results
than the standard GPT-3.5, which is why this is the
model we decided to use despite its higher cost. To
save some cost, the re-occurring formulaic greeting
Arvoisa puhemies! ('Honoured chairman!’) and its
variations were automatically given the "neutral”
label. In total, the cost of annotating our data using
the OpenAl API was around $60.

GPT-4 was then used to annotate a dataset of
6025 sentences. The specific version of the model
used is gpt-4-0125-preview, which is the most re-
cent version of the model at the time of writing. The
251 sentences used for annotation evaluation were
kept separate and the remaining 5774 sentences
were split into train and validation sets with a 90-10
split. These data were used to train a BERT model.
The model was evaluated against the gold standard
annotations. We used a grid search to optimize the
hyperparameters of the training stage. We used a
learning rate of 3.16e-05, batch size of 32 and a
label smoothing factor of 0.1.

As a baseline for our model, we trained two
other BERT models using two machine translated
datasets. Machine translating datasets has been
shown to be a resource efficient way to create
datasets that can produce better results than using
multilingual models (Eskelinen et al., 2023). We
produced the Finnish translations using DeepL?.
The first baseline model is trained on the Many
Emotions (ME) dataset. ME combines emotion an-
notated sentences from three separate datasets:
Daily Dialog (Li et al., 2017), GoEmotions (Dem-
szky et al., 2020) and Emotion (Saravia et al., 2018).
These datasets source from transcriptions of ca-
sual conversations, Reddit posts and Twitter mes-

2https://www.deepl.com/translator



sages, respectively. The second baseline model is
trained on the HunEmPoli dataset, which contains
emotion annotated sentences from the Hungarian
parliament (Uveges and Ring, 2023). We test the
performance of these baseline models against the
gold standard. Since the labels in the datasets
differ slightly from our labels, we harmonise the
labels before comparison by removing sentences
and combining labels where necessary.

5. Results

We use Cohen’s Kappa (k) and F1 metrics to evalu-
ate inter-annotator agreement (IAA). The numbers
in Table 2 attest to the difficulty of the annotation
task: despite many test rounds and discussion,
IAA remained modest. When discussing the an-
notation results, we noticed that in many cases
there is no single correct label for a given sentence
and, instead, different interpretations are equally
valid. The subjectivity of emotion annotation and
subsequent low IAA has been noted before in the
literature (Ohman, 2020).

GPT-4 labels
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Figure 1: Distribution of labels in final GPT-4 anno-
tated dataset.

IAA between human annotators and GPT-4 was
calculated by comparing GPT-4 annotations to the
gold standard. For sentences with multiple labels
in the gold standard, any of the possible labels are
counted as correct since GPT-4 agrees with at least
one human annotator. As the numbers in Table 2
show, GPT-4 reaches human level accuracy in the
task.

The model trained on GPT-4 annotated data,
which we here call the GPT-4 model, reaches a
macro F1 of 0.411 and a micro F1 of 0.690 meaning
that the model performs well overall but struggles
with some classes. This is understandable con-
sidering the distribution of labels in the datasets
shown in Figure 1. The plot in Figure 2 shows that
the model tends to over-predict class 0 (neutral)
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GPT-4 model | ME model HunEmPoli
model
GPT-4 an- | machine machine
notated par- | translated translated
liamentary Many Emo- | parlia-
speeches tions mentary
speeches
c. 6,000 sen-| c. 550,000 | c. 19,000
tences sentences sentences
9 labels 7 labels 6 labels
micro 0.690 micro 0.574 micro 0.261
macro 0.411 macro 0.138 macro 0.182

Table 3: Model comparison

and seems to combine most sentences with pos-
itive sentiment in class 2 as is the case with the
GPT-4 annotations, too. This suggests that the
results could improve via further prompt engineer-
ing, although positive classes were also difficult for
human annotators to distinguish. The comparison
between models in Table 3 shows that the baseline
models perform much worse. Surprisingly, even
the in-domain HunEmPoli dataset does not seem
to fit our data well. This might be because of differ-
ing annotation schemes and instructions, or due to
cultural differences between the two parliaments.
The ME model only predicts the emotions neutral
and joy in our evaluation set, suggesting that ca-
sual conversation and internet discourse are too
distinct from parliamentary discourse to be used as
our training data. These results support the use of
GPT-4 as a resource efficient method of creating
training data.

Model predictions against gold standard

Figure 2: Model predictions vs gold standard.

6. Conclusion

In this paper, we have shown that GPT-4 can be
used to create an emotion analysis dataset that
can then be used to train an emotion classifier.
The work presented in this paper is still ongoing
as we continue refining the annotation, prompting
and training procedures in the near future. This



emerging methodology shows much promise as it
makes the previously expensive and time consum-
ing process of manual annotation much faster and
cheaper. Machine translating existing datasets can
still be a useful method for obtaining training data
but, depending on the task, domain and availability
of datasets, using an Al assistant such as GPT-4
might be a viable option. In the future, as the tech-
nology matures and costs are reduced, their use
in data annotation could become commonplace,
although they do raise their own set of challenges
that must be overcome (see Ziems et al. 2024).

Many open questions still remain and there is
much research being done is this emerging field.
One open question is the viability of using Al as-
sistants for other annotation tasks, as there is no
guarantee that quality annotation is possible for all
tasks and datasets. In fact, Heseltine and von Ho-
henberg (2024) show that GPT-4 annotations vary
between tasks and languages. Additionally, much
more is still to be learned about optimal prompt-
ing strategies. For example, Hu and Collier (2024)
measure the effect of introducing persona variables,
such as gender, political orientation and level of
education in the prompt. We encourage other re-
searchers in the field to continue experimenting
with similar methods to advance resource efficient
data annotation.
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