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Abstract

Human-Centric NLP often claims to priori-
tise human needs and values, yet many imple-
mentations reveal an underlying Al-centric fo-
cus. Through an analysis of case studies in
language modelling, behavioural testing, and
multi-modal alignment, this study identifies a
significant gap between the ideas of human-
centricity and actual practices. Key issues in-
clude misalignment with human-centred design
principles, the reduction of human factors to
mere benchmarks, and insufficient consider-
ation of real-world impacts. The discussion
explores whether Human-Centric NLP embod-
ies true human-centred design, emphasising the
need for interdisciplinary collaboration and eth-
ical considerations. The paper advocates for a
redefinition of Human-Centric NLP, urging a
broader focus on real-world utility and societal
implications to ensure that language technolo-
gies genuinely serve and empower users.

1 Introduction

“Human-Centric NLP” purportedly aims to develop
language technologies that are more aligned to hu-
man needs, cognition, and behaviour (Hovy and
Spruit, 2016). Some argue that by incorporating hu-
man factors into NLP systems, we can create more
effective, ethical, and user-friendly language tech-
nologies (Jurgens et al., 2019; Yang, 2023; Kotnis
et al., 2022; Wang et al., 2021). However, a criti-
cal examination of current practices and research
trends in this field raises a provocative question: Is
Human-Centric NLP truly centred on human needs,
or is it a mere Al-centric illusion?

Consider, for instance, the development of LLMs
like GPT-4 (OpenAl, 2024). Even though it ap-
peared as a step towards more human-like language
understanding through various tasks, these models
primarily focus on improving performance met-
rics such as perplexity and accuracy on benchmark
tasks. The human element often comes into play

only in the form of massive datasets used for train-
ing or in post-hoc attempts to align the model with
human preferences. This approach, whilst impres-
sive in results, arguably prioritises Al capabilities
over addressing fundamental human communica-
tion needs or cognitive processes.

This paper argues that despite its name and stated
intentions, much of what is labeled as Human-
Centric NLP is, in fact, predominantly Al-centric.
Rather than genuinely prioritising human needs
and experiences, these approaches often incorpo-
rate human information primarily as a means to
enhance Al performance. This misalignment be-
tween the proclaimed human-centric goals and the
Al-centric reality has significant implications for
the development, application, and societal impact
of NLP technologies.

Through a critical investigation of current re-
search trends, methodologies, and case studies, the
paper aims to address the Al-centric nature under
the surface of human-centricity in NLP. The paper
also examines how human data and behaviour are
often exploited to improve NLP systems without
necessarily addressing core human needs or con-
cerns, as observed by Bender and Koller (2020)
and Bender et al. (2021). Furthermore, The paper
explores the ethical implications of this mischarac-
terisation and propose a framework for what “truly”
human-centric NLP might entail, building on the
work of scholars who have called for more genuine
engagement with human factors in Al development
(Crawford and Calo, 2016). Ultimately, this paper
seeks to stimulate a re-evaluation of priorities in
NLP research and development. It calls for a gen-
uine shift towards human-centric approaches that
place human needs, experiences, and well-being
at the forefront, rather than treating them as mere
tools for technological advancement.
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2 The Promise of Human-Centric NLP

The concept of Human-Centric NLP emerged as
researchers recognised the need to align language
technologies more closely with human needs and
cognitive processes, partly as a response to criti-
cisms that they were too focused on technical per-
formance metrics at the expense of real-world ap-
plicability and human factors. Kotnis et al. (2022)
related NLP with the idea of Human-Centric Re-
search (HCR) with the objective to “place all [hu-
man] stakeholders at the centre of research”. This
paradigm shift promised to conduct research (and
create technologies) that are more intuitive, ethical,
and aligned with human cognitive processes and
societal needs.

Ever since, advocates of Human-Centric NLP
have made strong claims about its potential benefits.
For instance, Sap et al. (2020) and Kaushik (2023)
argued that incorporating human knowledge and
reasoning patterns could lead to more robust and
generalisable NLP systems. They suggested that
such systems would be better equipped to handle
the nuances and contextual complexities of human
language. Moreover, Human-Centric NLP has been
acted as a solution to ethical concerns in Al devel-
opment. Hovy and Yang (2021) proposed that by
centring human values and societal impact in the
design process, we could create more responsible
and fair language technologies.

The promise of Human-Centric NLP extends
beyond improved performance. Researchers have
argued that this approach could lead to more ethical
and socially responsible Al systems. For example,
Bender et al. (2021) in their influential paper on the
dangers of large language models, emphasised the
need for NLP research to centre on human values
and societal impact.

As the field of Human-Centric NLP continues
to evolve, researchers are exploring ways to bal-
ance technical advancements with ethical consid-
erations and user-centred design. This approach
represents a shift from purely performance-driven
metrics to a more holistic view of NLP’s role in
society. There is, nevertheless, ongoing work to
translate these human-centric ideals into practical
implementations across various NLP applications.

3 The Reality: AI-Centricity in Disguise

Whilst the concept of Human-Centric NLP
promises an optimistic picture of language tech-
nologies aligned with human needs and values, a

closer examination of current practices reveals a
different reality. Despite the rhetoric of human-
centricity, many NLP systems and research direc-
tions continue to prioritise Al performance over
genuine human-centric considerations.

The development and deployment of such large
language models (LLMs) as GPT-series, from GPT-
3 (Brown et al., 2020) to GPT-4 (OpenAl, 2024),
serve as a prime example of this disconnect. These
models have achieved impressive results on various
NLP tasks, yet their development process and appli-
cation raise serious questions about their alignment
with human-centric principles. The data collection
methods for these models often involve web scrap-
ing vast amounts of information without adequate
consideration for privacy, consent, or representa-
tion issues. Once again, Bender et al. (2021) ar-
gue that this approach to data collection reflects
a prioritisation of model performance over ethical
considerations and diverse human perspectives.

Furthermore, the evaluation of these models pri-
marily relies on performance metrics for bench-
mark tasks and leaderboards. As Ethayarajh and
Jurafsky (2020) point out, these metrics often fail
to capture real-world utility or alignment with hu-
man values, instead focusing on narrow technical
capabilities. The emphasis on benchmark perfor-
mance over real-world applicability as such shows
the Al-centric nature of current NLP practices.

The resource allocation for training LLMs also
reflects a focus on pushing the boundaries of Al
capabilities rather than addressing specific human
needs or environmental concerns. Strubell et al.
(2019) highlight the immense computational re-
sources required for training models, raising ques-
tions about the prioritisation of Al advancement
over other important human-related considerations
such as environmental impact or more targeted,
human-centric applications of NLP technologies.

Beyond LLMs, the field of sentiment analysis
provides another example of this disconnect. Tools
developed for understanding human emotions often
reduce complex affective states to simplistic binary
(positive/negative) classifications to ease the com-
putation instead of capture intricate human emo-
tional experiences, making this a reductionist ap-
proach that reflects a preference for computational
efficiency over truly capturing the complexity of
human sentiment.

This gap between the stated goals of Human-
Centric NLP and its practical implementation raises



critical questions about the field’s direction. Are
we truly developing technologies that serve human
needs, or are we simply creating more sophisti-
cated Al systems that give the illusion of human-
centricity? Critics like Birhane (2021) argue that
the focus on technical advancements often over-
shadows crucial discussions about the societal im-
plications of these technologies.

It becomes more clear that bridging this gap be-
tween the promise and reality of Human-Centric
NLP requires a fundamental re-evaluation of prior-
ities and practices in the field. The challenge lies
in aligning the impressive technical capabilities of
modern NLP systems with genuine human-centric
principles that prioritise ethical considerations, user
needs, and societal impact.

4 Some Cases to be Discussed

To further substantiate the critical examination of
Human-Centric NLP, this section presents three
cases that exemplify the correlations between
human-centric pictures and Al-centric realities.
On Linguistic Varieties The first case study is
Ramponi (2024), addressing the challenges of de-
veloping NLP technologies for the diverse language
varieties in Italy. Although the author makes impor-
tant arguments about the technological challenges
of Italy’s linguistic diversity, his focus on NLP
solutions overlooks crucial socioeconomic factors
that influence language vitality and also pays insuf-
ficient attention to intergenerational transmission
dynamics and the predominantly oral dialects, po-
tentially marginalising these aspects in favour of
written forms that are more amenable to current
NLP techniques. Lacking of a clear framework
for community-driven priorities raises questions
about how speaker communities themselves might
shape research agendas and tool development. Per-
haps most tellingly, the approach, whilst interdisci-
plinary in intent, does not fully integrate insights
from sociolinguistics, anthropology, and cultural
studies — disciplines crucial for understanding the
human dimensions of language use and preserva-
tion. Despite its aims, the study remains primarily
anchored in a technology-first paradigm that may
not fully capture or address the complex human
realities of Italy’s linguistic landscape.

On Evaluation The second case study is Ribeiro
et al. (2020). This paper introduces CheckList, a
task-agnostic methodology for testing NLP mod-
els; whilst innovative in its approach to NLP model

evaluation, reveals several limitations in its human-
centricity. The automated testing and model fail-
ures, as well as the predefined linguistic capabilities
and test types, may not fully capture the nuanced,
contextual nature of human language use and po-
tentially oversimplify the complex, holistic nature
of human communication. CheckList’s black-box
testing approach which focusing on discrete lin-
guistic phenomena risks perpetuating a disconnect
between model development and the lived experi-
ences of language users. The benchmark-centric
view, contrasting differences between model per-
formance and human-like understanding, doesn’t
deeply explore how these issues relate to real-world
language use. Furthermore, the user studies primar-
ily focus on CheckList’s ability to generate more
tests and uncover bugs, rather than on how it im-
proves the user experience or addresses human-
centric language needs.

On Human Data Our third case study is Takmaz
et al. (2020), aiming to improve image captioning
by incorporating human gaze data, ostensibly mak-
ing the process more ‘human-centric’. The authors
use eye-tracking data to guide the image captioning
model, arguing that this approach better aligns with
human attention patterns. Its heavy reliance on eye-
tracking data as a proxy for human attention risks
oversimplifying the complex cognitive processes
involved in image interpretation and description.
Although the study introduces sequential process-
ing of gaze patterns, this approach also potentially
oversimplifies the non-linear and iterative nature
of human thought processes during image descrip-
tion tasks. Besides, the introduction of the SSD
metric further demonstrates a focus on quantifiable
outcomes rather than qualitative alignment with hu-
man linguistic behaviour. Notably, the paper gives
limited consideration to individual differences such
as cultural background, personal experiences, or
emotional responses that significantly influence im-
age interpretation. The paper apparently empha-
sises on improving Al performance through gaze
data suggesting a prioritisation of technological ad-
vancement over a deeper understanding of human
cognition. Apart from this, there features no discus-
sion on real-world applications for this particular
innovation, seemingly the Al-centric nature of the
approach.

These case studies collectively demonstrate the
ongoing challenges in achieving Human-Centric
NLP. They suggest that true human-centricity re-



quires more than just improved performance met-
rics or the incorporation of human data. Instead, it
demands a deep engagement with the complexities
of human cognition, cultural contexts, and social
dynamics.

5 Rethinking Human-Centricity

As critically examining the concept and implemen-
tation of Human-Centric NLP, several key ques-
tions emerge that need further discussion. These
questions challenge the understanding of what it
means for NLP to be truly human-centric and how
it relates to broader concepts of human-centred de-
sign and real-world impact.

1. Is Human-Centric NLP Human-Centred De-
sign?

Human-Centred Design (HCD) is an approach that
puts human needs, capabilities, and behaviours at
the forefront of the design process. Whilst Human-
Centric NLP claims to prioritise human factors, it’s
debatable whether current practices truly align with
HCD principles.

Traditional HCD involves extensive user re-
search, iterative prototyping, and continuous user
feedback (Harte et al., 2017). However, much
of Human-Centric NLP research focuses on im-
proving model performance on human-generated
datasets or incorporating human-like features,
rather than directly involving users in the design
process. The case study on Italian language vari-
eties (Ramponi, 2024) demonstrates this discon-
nect: whilst aiming to address human linguistic
diversity, the approach remains largely technology-
driven rather than user-driven.

To truly embody HCD, Human-Centric NLP
might need to shift towards more participatory re-
search methods, involving end-users throughout
the development process, from problem definition
to solution evaluation.

2. Does Human-Centric NLP use Human as An-
other Metrics/Benchmark?

There is a growing concern that Human-Centric
NLP often reduces human factors to another set
of metrics or benchmarks, rather than genuinely
centring human needs and experiences. The Check-
List methodology (Ribeiro et al., 2020) exempli-
fies this tension: it aims to test NLP models on
human-like language tasks; however, it still funda-
mentally treats human language abilities as a one
of the benchmark for Al performance.

Similarly, the study on gaze-guided image cap-

tioning (Takmaz et al., 2020) uses human eye-
tracking data to improve Al performance, but it is
questionable whether this truly captures the essence
of human image interpretation or merely uses hu-
man behaviour as another optimisation target.

This trend risks oversimplifying the complexity
of human language and cognition. A more gen-
uinely human-centric approach might involve de-
veloping evaluation methods that go beyond perfor-
mance metrics to assess the real-world utility and
social impact of NLP systems.

3. Should Human-Centric NLP Take a Step Out
from the Computer/Virtual World?
Human-Centric NLP often focuses on improving
language technologies within digital environments.
However, language is fundamentally a tool for hu-
man interaction in the physical world. There is
indeed a pressing need for Human-Centric NLP to
consider its impacts and applications beyond the
virtual realm. Ramponi (2024) touches on this by
addressing real-world linguistic diversity, but there
is potential to go further notwithstanding.

This could involve studying the real-world
consequences of NLP systems, such as their
impact on human communication patterns or
social dynamics. Developing NLP applications
that bridge the digital and physical worlds, like
improved assistive technologies for individuals
with disabilities, considering the environmental
and societal impacts of large-scale NLP models
and infrastructures.

These discussions point upon the need for a fun-
damental re-evaluation of what constitutes Human-
Centric NLP. Moving forward, the field should
strive for a more holistic approach that truly embod-
ies human-centred design principles, goes beyond
using humans as mere benchmarks, and actively
engages with the physical world implications of
language technologies.

6 The Prospects for Human Language
Technologies

To realise the potential of Human-Centric NLP, it
is crucial to broaden its application across diverse
domains. Whilst it is apparent that many current
implementations even under the umbrella of HC-
NLP focus on specific tasks or benchmarks, there
is a significant opportunity to apply human-centric
principles in such domains with wide-reaching so-
cietal impacts areas as healthcare, education, and



social justice. A prominent example for this sort of
application is illustrated by Antoniak et al. (2024),
outlining the necessity of ethical frameworks for
utilising NLP tools within maternal healthcare as
well as addressing critical issues such as clinician-
patient power dynamics and systemic health dis-
parities. The authors developed guiding principles
focused on “contextual significance, holistic mea-
surements, and valuing diverse voices” by directly
engaging with affected communities. Aside from
a methodological pattern for future research, they
serve as an important resource for practitioners
aiming to create inclusive and effective NLP tech-
nologies in maternal healthcare and beyond.

Inseparably linked with the threat, Jonas (1984)
proposed that technology must be guided by a prin-
ciple of responsibility, valuing long-term human
welfare and ethical integrity. Human-Centric NLP
faces inevitable ethical dilemmas, from biases in
language models to the environmental impact of
training large models. Addressing these challenges
requires a commitment to transparency in model de-
velopment, evaluation, and deployment. For NLP,
this principle translates to a commitment to trans-
parent trade-offs, recognising where and how mod-
els may fall short in meeting human-centred values
and openly addressing the societal and environmen-
tal costs involved.

The path towards a truly Human-Centric NLP
is undoubtedly challenging, especially, given re-
source limitations, the need for consistent model
performance, and industry pressures for rapid de-
ployment. It is, of course, understandable why
a number of NLP researchers focus on achiev-
ing computational excellence. =~ However, ac-
knowledging these constraints does not preclude
progress. Initial steps, such as introducing qual-
itative user-feedback mechanisms, incorporating
human-centred metrics into model evaluations, or
co-developing applications with end-users (Lau
et al., 2015; Carrefio and Winbladh, 2013; Sreejith
and Sinimole, 2024), can make significant strides
toward aligning NLP with human-centric ideals.
Additionally, embedding ethical reviews in the de-
velopment process, where models are evaluated for
social implications before deployment, would set a
standard of responsibility.

As NLP continues to evolve, its future trajec-
tory depends on whether the field can transition
from a narrowly Al-centric focus to a genuine com-
mitment to human relevance, ethical responsibility,

and social accountability. The ultimate vision for
Human-Centric NLP is not only to create mod-
els that excel at language processing but to foster
tools that respect and enhance human agency, pre-
serve cultural diversity, and engage responsibly
with global issues. The question remains: Will
NLP’s legacy serve human welfare and societal
well-being, or will it reinforce Al-centric illusions
at the expense of human values?

A Human-Centric NLP approach ought to posi-
tion language technologies as extensions of human
creativity, connection, and identity. The field can
offer more than technological advancement through
these humanistic principles; it can contribute to
a world where language technologies genuinely
serve as advocates to human expression, dignity,
and community. This shift calls for a shared ethical
commitment and the courage to prioritise human
values over mere computational gains. In doing
so, NLP can realise its potential to empower di-
verse voices, deepen understanding, and elevate the
human experience in meaningful, lasting ways.

7 Conclusion

The paper have examined the disconnect between
the promise of Human-Centric NLP and its current
implementation. The analysis reveals that many so-
called human-centric approaches in NLP remain
fundamentally Al-centric nowadays. The case
studies and subsequent discussion have demon-
strated several key issues: the misalignment with
true human-centred design principles, the reduc-
tion of human factors to mere benchmarks, and
the limited consideration of real-world, physical
impacts of NLP technologies. These findings in-
dicate the need for a fundamental reframing of
Human-Centric NLP. To address these challenges,
we propose that truly Human-Centric NLP should
embrace genuine human-centred design method-
ologies, develop holistic evaluation frameworks,
expand its scope to consider broader societal im-
plications, prioritise interdisciplinary collaboration,
and centre ethical considerations throughout the
development process. Only then can we hope to
develop NLP systems that genuinely serve and em-
power humans in their diverse contexts and fulfil
the true promise of human-centricity in NLP.
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