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Abstract

Task-oriented dialogue systems with large lan-
guage models (LLMs) show powerful language
capabilities. These systems aim to solve par-
ticular tasks in narrow domains and consist of
different modules. These modules, such as the
dialogue state tracker or the response generator,
are powered by LLMs. However, LLMs like
ChatGPT are prone to hallucinations, which
are challenging to spot. This is due to the
complex nature of the systems and the limited
datasets for narrow domains. This phenomenon
could have dangerous consequences for the
user, which motivates us to study the hallucina-
tion problem. Our task-oriented dialogue hal-
lucination study consists of situation analysis,
dataset generation, and hallucination detection
in different modules within narrow domains.
We analyze the hallucination situation for dif-
ferent modules based on the collected halluci-
nation samples from ChatGPT. We obtain high
hallucination rates among modules. Due to the
shortage of hallucination datasets, we propose
a hallucination score to build suitable halluci-
nation samples from existing datasets. More-
over, we present a Task-oriented Hallucination
Detector (THD) for the different modules and
domains, which benefits from the generated
hallucination samples.

1 Introduction

Large language models (LLMs) show their power-
ful capabilities in task-oriented dialogue systems,
which are widely used to help people solve specific
tasks, ranging from booking a hotel to finding a
restaurant with a given domain knowledge. Re-
cently, researchers utilized LLMs as the backbone
for different modules in task-oriented dialogue sys-
tems, such as the dialogue state tracker (Hu et al.,
2022b) or the response generator (Hudecek and
Dusek, 2023). However, recent black-box LLMs,
such as ChatGPT (OpenAl, 2022), tend to generate
hallucinations, i.e., they are unfaithful to the do-
main knowledge or to the information provided by

the user (Bang et al., 2023). These hallucinations
may provide misleading information or even lead
to dangerous situations for the end-user (Li et al.,
2023). Therefore, it is imperative and valuable to
study the hallucination problem in task-oriented
dialogue systems.

In comparison to chit-chat chatbots, LLM-based
task-oriented dialogue systems require a state rep-
resentation to query the domain-related knowledge
base (Zhang et al., 2020). A typical system consists
of a pipeline of different modules, such as a domain
detector, a dialogue state tracker, a dialogue policy,
and a response generator, shown as gray blocks in
Figure 1 (Zhang et al., 2020; Hudecek and Dusek,
2023). The pipeline of different components is
more explainable, controllable, and easier to imple-
ment than the end-to-end approach, which uses a
unified model (Kwan et al., 2023). However, the
complex architecture of a task-oriented dialogue
system further complicates the hallucination prob-
lem since hallucinations can affect each part of this
pipeline.

Figure 1 presents one dialogue example from
a task-oriented dialogue dataset, namely MWOZ
2.1 (Eric et al., 2020; Budzianowski et al., 2018).
In this task-oriented dialogue, the user wants to
find a restaurant called Prezzo. To accomplish the
goal, the LLM domain detector first detects the
current domain of the user’s query. Consequently,
the instructions of the pipeline are determined by
the predicted domain. Then, the LLM state tracker
extracts the user’s intention and presents it as a slot
and value pair (Hu et al., 2022b). Based on the cap-
tured slot and value pair, the task-oriented dialogue
system searches for a restaurant called Prezzo from
the domain-related knowledge database, which con-
tains information on restaurants. With the retrieved
restaurant information, the LLM dialogue policy
decides which assistant actions to take. Finally, the
LLM response generator creates a response based
on the correct dialogue actions.



User: Hi. I am having trouble
finding a place to eat called
prezzo. Can you locate it for me
and tell me a little about it
please?

Assistant: Prezzo is located at
21-24 Northampton Road, in
the west. It is an Italian
restaurant. Moderate price
range.

Figure 1: A task-oriented dialogue example from the MWOZ 2.1 dataset (Eric et al., 2020; Budzianowski et al.,
2018) with correct outputs (blue boxes) and simulated hallucination outputs (orange boxes) for the domain detector,
dialogue state tracker, dialogue policy, and dialogue response generator (gray boxes).

Figure 1 also shows a plausible example of hal-
lucination for each module. A hallucinated domain
classification has a detrimental impact on the entire
execution, since a task-specific pipeline is selected
at this stage to complete the assignment. Halluci-
nated dialog states result in ineligible restaurants
being retrieved from the database. Hallucinated di-
alog actions from the LLLM dialog policy contradict
the retrieved restaurant information. Finally, there
is a risk that the user will receive a hallucinated
response due to the response generation module.

In this paper, we study the hallucination problem
for all modules of the black-box-LLM-based task-
oriented dialogue systems with narrow domains.
Our study framework consists of situation analysis,
dataset generation, and hallucination detection.

For situation analysis, we collected naturally
generated hallucination samples from ChatGPT to
analyze how the different modules are affected by
hallucinations. The analysis results show that there
are many forms of undesirable hallucinations, with
LLM-based modules suffering from hallucination
rates of up to 28.8%. Therefore, hallucination de-
tection for task-oriented modules is a critical task.

Current datasets for hallucination detection are
limited to just dialogue responses and are not suit-
able for all modules. Annotating hallucination sam-
ples is expensive and time-consuming. However,
researchers propose numerous multi-domain task-
oriented dialogue datasets. We propose a method
with a hallucination score which automatically
builds hallucination samples from these existing
datasets, to overcome the dataset shortage problem,

as shown in Figure 2. For each sample with input
materials and a correct output, outputs from other
samples can be considered as hallucination output
candidates. The hallucination score measures the
relatedness between the input materials and output
candidate and the similarity between the correct
output and output candidate. The output candidate
with high relatedness and low similarity is selected
as a hallucination output.

Finally, we present our Task-oriented Hallucina-
tion Detector (THD) as shown in Figure 3, which
is a fine-tuned DistilBERT-based classifier (Sanh,
2019; Wolf et al., 2020) with Low-Rank Adapta-
tion (LoRA) (Hu et al., 2022a). The classifier is
fine-tuned with the generated hallucinated samples
and existing correct samples. THD learns the forms
of hallucination among different modules and do-
mains through fine-tuning. Moreover, LoRA is
added to the fine-tuned DistilBERT-based classifier
to achieve better performance for different modules
and domains. The experimental results on MWOZ
2.1 and M2M (Shah et al., 2018) datasets indicate
that our THD outperforms other hallucination de-
tection models.

To the best of our knowledge, this work is the
first attempt to explore hallucination generation
and detection framework for all black-box-LLM-
based modules in task-oriented dialogue systems
with narrow domains. Our main contributions are
three-fold:

e We conducted hallucination situation analysis
based on collected real samples, which show



non-negligible hallucination rates and forms
for different modules.

e We propose a method with a hallucination
score to automatically build hallucination sam-
ples, which is widely applicable in different
narrow domains.

o The hallucination detection experimental re-
sults on the generated hallucinated MWOZ 2.1
and M2M datasets show that overall our THD
can achieve higher accuracy than other evalu-
ated hallucination detection methods for task-
oriented dialogue hallucination problems.

2 Related Work

2.1 Hallucination from Large Language
Models

Hallucinations could result in the spread of false
information and raise serious risks in specific do-
mains (Ji et al., 2023), for example, inaccurate med-
ical information from LLMs (Sharun et al., 2023).
These hallucinations are unfaithful or nonsensical
texts generated by generative models, which give
the natural impression (Ji et al., 2023). For task-
oriented dialogue, the generated text is based on the
source content, including the instruction, dialogue
information, and domain-related knowledge base.
The hallucination in task-oriented dialogue empha-
sizes the inconsistency of generated text from the
provided source content (Huang et al., 2023).

2.2 Hallucination Benchmark

To study hallucination from LLMs, researchers
have proposed some dialogue-related benchmarks
in recent years (Li et al., 2023; Chen et al., 2024;
Dziri et al., 2022). However, the annotation for
these hallucination benchmarks is very challenging,
time-consuming, and expensive. Due to the diverse
hallucination instances and ambiguous contents, an-
notators need high levels of expertise (Chen et al.,
2024). Li et al. (2023) utilized labelers with good
reading comprehension to annotate generated hal-
lucination response samples. Moreover, these hal-
lucination benchmarks are limited to dialogue re-
sponses instead of whole modules of task-oriented
dialogue systems (Li et al., 2023; Chen et al., 2024).
This paper studies the hallucination problem among
all modules and proposes an efficient method for
the automatic generation of hallucination samples.

2.3 Hallucination Detection

Recently developed generative LLMs are often re-
leased as black-boxes accessed through APIs (Ope-
nAl, 2022; Achiam et al., 2023). These black-box
LLMs are used as the backbones for different mod-
ules in task-oriented dialogue systems (Hudecek
and Dusek, 2023; Bang et al., 2023). Li et al. (2023)
utilized GPT3 (Brown, 2020), and ChatGPT to
detect hallucinations in open-domain dialogue re-
sponses. GPT4 (Achiam et al., 2023) also shows
powerful hallucination detection capability in task-
oriented dialogue responses (Chen et al., 2024).
This paper focuses on hallucination detection from
black-box-LLM-based modules in task-oriented di-
alogue systems.

3 Study Framework

Our study framework focuses on the hallucination
problem in all the modules of task-oriented dia-
logue systems with narrow domains. It consists of
three main parts: (1) hallucination situation anal-
ysis, (2) hallucination dataset generation, and (3)
hallucination detector development.

3.1 Task-oriented Hallucination Analysis

To find the real hallucination incidences in all task-
oriented dialogue modules, ChatGPT is employed
to generate domain prediction, dialogue states, ac-
tions, and responses following Hudecek and Dusek
(2023) and Zhang et al. (2020). The task instruction
describes the specific requirements and examples
for each module and each narrow domain. The
input prompt consists of the task instruction and
the corresponding input materials as shown in Ta-
ble 2, like the dialogue context, the dialogue states,
the database information, and the dialogue actions.
The input prompt is fed into ChatGPT to gener-
ate the module output, which is then annotated
by human labelers. They detect whether the gen-
erated output contains hallucinated content. We
collect three labels for each module output. The
max-voting label result determines the final hallu-
cination label.

3.2 Task-oriented Hallucination Generation

After the situation analysis, our framework uses
an existing dataset to build a task-oriented halluci-
nated output. As shown in Figure 2, each sample
from the existing dataset contains input materials
and a corresponding correct output. Inspired by
Karpukhin et al. (2020), all other output in the ex-



Figure 2: Task-oriented hallucination generation.

isting dataset can be considered as hallucinated
output candidates. To ensure the high quality of
hallucinated samples, on the one hand, the hallu-
cinated output should be semantically related to
the input materials. We build an input-output re-
latedness model to measure the relatedness score
Sr. On the other hand, the hallucinated output
should be different from the correct output. The
output-output similarity model measures the sim-
ilarity score S5 between the output candidate and
the correct output. Therefore, for each output can-
didate, we define the corresponding hallucination
score S;, = S, — S to measure how suitable the
candidate is as a hallucinated output for this sample.
After ranking, the most suitable output candidate
with the highest hallucination score is selected as
the hallucinated output. Based on different splits
of existing datasets, the framework builds training,
validating, and testing hallucinated samples. Com-
bining correct and hallucinated outputs, we get the
dataset for the following hallucination detection
task.

The framework uses the sentence transformer
model (Reimers and Gurevych, 2019) as an input-
output relatedness model and an output-output sim-
ilarity model. The input-output relatedness model
maps the input materials into the representation
e;, and the output candidate into the e... The re-
latedness score S, is measured by the similarity
between e; and e.,.. The output-output similarity
model maps the correct output into e,, and the out-
put candidate into the e.s. The similarity score S
is measured by the similarity between e, and e.s.
To obtain accurate scores, these models are fine-

tuned using positive and negative samples from the
existing dataset. For the relatedness model, posi-
tive samples consist of input materials and correct
outputs. Negative samples contain input materials
and randomly sampled outputs. For the similar-
ity model, we use back-translation (Sennrich et al.,
2016) to augment the rewritten output, translating
the correct output into another language and then
back to English. The positive samples then consist
of the correct and rearranged outputs. Negative
samples consist of correct and randomly sampled
outputs.

3.3 Task-oriented Hallucination Detection

We designed a Task-oriented Hallucination
Detector (THD) to tackle hallucination detection
in different task-oriented dialogue modules. As
shown in Figure 3, the output and input materials
from each sample are fed into the DistilBERT-
based classifier to get the representation
e = DistilBERT ([Output, Input M aterials]).
Based on the representation e, the classifier
predicts if the output contains hallucination. The
DistilBERT-based classifier is fine-tuned with
samples of existing correct outputs and generated
hallucination outputs from all domains.

After fine-tuning using samples from all do-
mains, we add the LoRA (Hu et al., 2022a) into the
fine-tuned classifier for each module and domain.
LoRA keeps the DistilBERT-based classifier param-
eters frozen. The model layer with the form h =
Wox is re-parameterized as h = Wyz + %BA:E.
The Wy € R¥*, z, and h represent the weight ma-
trix, input, and output, respectively. The B € R**"
and A € R™F are the decomposition matrices,
which contain trainable parameters. r represents
the rank of the decomposition, and « is a constant
(Hu et al., 2022a; Poth et al., 2023; Pfeiffer et al.,
2020). The model with the LoRA adapter is fine-
tuned with corresponding samples from the module
and domain. The LoRA is implemented for the de-
tector to analyze the output from the dialogue state
tracker, the dialogue policy, and the response gen-
erator.

4 Experiments

4.1 Datasets

We conducted our experiments on two multi-
domain task-oriented dialogue datasets, MWOZ
2.1 (Eric et al., 2020; Budzianowski et al., 2018)
and M2M (Shah et al., 2018). These datasets are
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Figure 3: Task-oriented Hallucination Detector (THD)
with LoRA (Hu et al., 2022a).

widely used benchmarks for evaluating different
dialogue modules. For the MWOZ 2.1 dataset, we
selected the following five domains: restaurant, ho-
tel, train, taxi, and attraction. The M2M dataset
contains dialogues spanning movie and restaurant
domains. However, we skipped the dialog pol-
icy module for M2M, because there is no explicit
database for this dataset (Shah et al., 2018).

For the hallucination situation analysis, we sam-
pled 500 cleaned samples from MWOZ 2.1. In
this dataset, each domain contains 100 cleaned
samples. For dataset generation, we sampled
2000/1000/1000 correct samples from the MWOZ
2.1 train/dev/test set. Each correct sample contains
input materials and output for all modules. Our
framework created a hallucination sample with a
hallucinated output for each correct sample. Af-
ter combining the correct and hallucinated outputs,
we obtained 4000/2000/2000 samples for MWOZ
2.1. Following the same procedure, we obtained
1600/800/800 samples for M2M from 800/400/400
correct samples.

4.2 Experimental Details

For our hallucination situation analysis, ChatGPT
was used to generate outputs from all modules in
task-oriented dialogue systems. For the dataset gen-
eration, we utilized the sentence transformer model
“All-mpnet-base-v2” (Reimers and Gurevych, 2019;
Song et al., 2020) as the backbone for both the
input-output relatedness model and the output-
output similarity model. ChatGPT was used for
back-translation to augment the rewritten outputs.
For the hallucination detection, we fine-tuned the

Domain| State | Action| Response
Number | 30 85 144 88
Rate 6.0% 17.0% | 28.8% | 17.6%
Table 1: Hallucination rate statistic of 500 ChatGPT

outputs on the MWOZ 2.1 dataset for different modules.

DistilBERT model, which is a transformer-based
encoder model. Similarly to Li et al. (2023), we
report accuracy in determining whether a sample
contains hallucinated information, to evaluate hal-
lucination detection models.

4.3 Existing Hallucination Detection Models

Many recent studies use different LLMs to detect
hallucinations (Li et al., 2023; Chen et al., 2024).
In this paper, we tested the following models for
hallucination detection:

* ChatGPT: A model introduced by OpenAl
utilizes reinforcement learning from human
feedback (OpenAl, 2022).

* Command R: An LLM optimized for long
context tasks shows strong performances on
retrieval generation tasks (Cohere, 2024).

* GPT4: The advanced model from OpenAl
presents advanced reasoning capability and
great performance on many natural language
processing tasks (Achiam et al., 2023).

5 Results and Discussion

5.1 Hallucination Situation Analysis

Table 1 presents the statistics of hallucination rates
among all modules. For all modules, we manually
sample examples of an input, a correct output, a
ChatGPT output, and a generated hallucination out-
put. All these examples are described in Table 2 to
show the forms of different modules. Both tables
show that all modules suffer from hallucination
problems.

Table 1 shows that from 6.0% up to 28.8% of
ChatGPT outputs are hallucinated, depending on
the module that produced the samples. These val-
ues indicate that hallucination detection is a critical
problem for task-oriented dialogue systems. For
a deeper understanding of the hallucinations, we
conducted the following analysis for the different
modules based on the statistics and real hallucina-
tion examples.



Domain Detector

. Context: Customer: help me get a taxi to the cambridge museum of technol-
Input Materials
ogy please.

Correct Output Taxi

ChatGPT Output Attraction

Gen. Hallucination | Attraction

Dialogue State Tracker
Context:

Input Materials

Customer: Yes, I’'m looking for a museum in the west.

Assistant: How does the cafe jello gallery sound? Or kettles yard?
Customer: Could I get the area, phone number, and address of the
Kettles yard?

Correct Output

Attraction: [Type, Museum], [Name, Kettles yard], [Area, West]

ChatGPT Output

Attraction: [Type, Museum], [Area, Kettles yard]

Gen. Hallucination

Attraction: [Type, Don’t care], [Area, West]

Dialogue Policy
Context: Customer: Hi, I'm trying to find a moderate place to eat in the east.
Can you help?
Assistant: I’ve found a place called curry prince that fits that. Would
. ou like me to place a reservation for you?
Input Materials }(Iiustomer: Actﬁally I’'m more interestZd in middle Eastern foods.
States:  Restaurant: [Food, Middle eastern], [Pricerange, Moderate], [Area,

East]
Database: No suitable restaurant

Correct Output

Request: [Food, ?]; No-offer: [Food, Middle east]

ChatGPT Output

Recommend: [Food, Middle eastern]; Inform: [Food, Middle eastern]

Gen. Hallucination

Inform: [Price, Expensive], [Address, 2 G Cambridge Leisure Park Cherry
Hinton Road Cherry Hinton]

Dialogue Response Generator

Input Materials

Context:
Customer: It does not matter but please find a guesthouse in the
expensive range and include free parking.
Assistant: There are no expensive hotels in the area. Could we look
at a moderately priced one?
Customer: Actually, how about a cheap one?

Actions: Request: [Area, 7]

Correct Output

What area of town?

ChatGPT Output

I have several options for cheap guesthouses with free wifi. Would you like
me to provide some recommendations?

Gen. Hallucination

I don’t have anything in that area. Can I look somewhere else?

Table 2: Examples with input materials, correct outputs, ChatGPT outputs, and generated hallucination outputs for
different modules in task-oriented dialogue systems on the MWOZ 2.1 dataset (Eric et al., 2020; Budzianowski

etal., 2018).



Domain detector: The LLM-based domain de-
tector classifies the current user message into a cor-
responding narrow domain (Hudecek and Dusek,
2023). The narrow domain options are defined in
the instruction for the domain detector. Compared
to other modules, the domain prediction task has
simple input and output structures. However, 6.0%
of the samples are still hallucinated. As shown in
Table 2, ChatGPT predicts the attraction domain
when the user requires a taxi. This example indi-
cates that, even for the simple domain prediction
task, we can not avoid the hallucination problem.

Dialogue state tracker: The LLM-based dia-
logue state tracker extracts slot-value pairs as dia-
logue states, which represent the user’s intentions
(Hu et al., 2022b). Slot-value pairs are in the task-
specific schema, which is defined by the domain on-
tology. As shown in Table 2, slot-value pairs from
the ChatGPT output are in conflict with the dia-
logue information. Because the slot-value pairs are
used for further database query, hallucinated slot-
value pairs result in wrong elements retrieved from
the database. Moreover, the hallucination rate of
17.0 % in the dialogue state tracker is much higher
than 6.0% from the domain detector, as shown in
Table 1. Dialogue state trackers are more likely to
generate hallucinations due to their complex task-
specific schema.

Dialogue policy: Dialogue policy predicts the
assistant actions based on dialogue context, dia-
logue state, and queried database. Assistant actions
include intents, like recommend or inform, and re-
lated slot values. The actions will be used for final
dialogue response generation. Table 2 shows that
the ChatGPT output gives a fabricated restaurant
recommendation, and no restaurant information
is retrieved from the restaurant domain database.
From Table 1, we observed the highest hallucina-
tion rate of 28.8% from dialogue policy among
the four modules. Assistant actions should be con-
sistent not only with the instruction and dialogue
context, but also with the dialogue states and the
retrieved database information. The complex in-
put materials lead to a high hallucination rate of
predicted actions.

Dialogue response generator: The dialogue re-
sponse generator generates the assistant response
conditioned on the dialogue actions. The assistant
response is expected to be informative and task-
specific. However, the hallucination example in

Table 2 presents that ChatGPT does not map the
action to a correct response. Furthermore, we ob-
served a high hallucination rate of 17.6% from the
dialogue response generator. This rate indicates
that the hallucination problem is also challenging
for the dialogue response generator.

5.2 Hallucinated Dataset Generation

Table 2 also presents our generated hallucination
outputs for the MWOZ 2.1 dataset. We observed
that the generated hallucination output is related to
the input and dissimilar to the correct output. This
result was achieved by choosing the candidate with
the highest hallucination score. The example of
the dialogue response generator in Table 2 shows
that our generated hallucination is related to the
input regarding the topic, and the generated output
is dissimilar to the correct output, which ensures
that the generated output contains hallucinated con-
tent. The examples of different module outputs in
Table 2 illustrate the quality achievable with the
hallucination score method.

5.3 Hallucination Detection

Table 3 presents the primary hallucination detection
results on the MWOZ 2.1 and M2M datasets. The
evaluated models include our proposed THD and
different LLMs with powerful natural language
capabilities.

From Table 3, we observed that our THD
achieves better overall performance than other
models. We made the following notable find-
ings: (1) Our THD achieves the best overall ac-
curacy performance among evaluated models for
two datasets. Compared to ChatGPT, THD shows
accuracy values that are higher by 9.83%-46.91%
on the MWOZ 2.1 dataset, and 26.30%-66.37% on
the M2M dataset. These results indicate that our
proposed THD successfully learns the hallucina-
tion forms among different modules and domains.
(2) Our generated hallucination output dataset is
challenging. This is shown by the low hallucina-
tion detection accuracy of other models included
in the study, and even GPT4 reaches only 80.90%-
88.80% on MWOZ 2.1.

Ablation study: To understand the impacts of
LoRA in our THD, we conducted an ablation study
on the MWOZ 2.1 dataset by removing LoRA. The
ablation results in Table 4 show that LoRA im-
proves the performance of THD. Removing LoRA
leads to a loss in accuracy of 4.97% for dialogue



MWOZ 2.1 M2M
Domain State  Action Response | Domain State  Action Response
ChatGPT 47.07 49.20 72.02 54.68 33.38 50.63 - 51.83
Command R | 41.75 37.17 68.25 66.83 30.21 68.50 - 59.79
GPT4 86.72 88.80 80.90  82.17 99.58 90.50 - 86.88
THD 93.98 9442 81.85 85.18 99.75 95.83 - 78.13

Table 3: Primary hallucination detection results with accuracy metric (%) on MWOZ 2.1 and M2M datasets.

Domain State  Action Response
THD 9398 9442 81.85 85.18
-LoRA |- 89.45 79.98 84.77

Table 4: Ablation study with accuracy metric (%) by
removing LoORA on MWOZ 2.1.

Domain State Action Response
9593  82.67 70.13 81.40
85.20 8193 70.73  77.07

THD
GPT4

Table 5: Accuracy results (%) on 500 collected Chat-
GPT outputs with human annotations.

states and 1.87% for dialogue actions. These val-
ues indicate that LoRA can adapt THD to different
narrow domains and enable THD to learn the hal-
lucination forms for the different modules on the
MWOZ 2.1 dataset.

Real examples detection: To show the perfor-
mances in real-life samples, we decided to compare
our THD and GPT4 on the 500 ChatGPT outputs
that have been annotated during the hallucination
situation analysis. Table 5 shows that THD, fine-
tuned with generated hallucinations, achieves com-
parable accuracy performance in real-life samples.
This result indicates that THD can benefit from
the generated hallucination outputs, which overall
simulate the real hallucination situation in task-
oriented dialogue modules.

6 Limitation and Future Work

In this paper, we focus on the MWOZ 2.1 and
M2M datasets because they are widely used in
task-oriented dialogue modules. However, these
two datasets cover limited narrow domains and
samples, and they contain only English dialogues.
The experiments are based on evaluated models,
such as the DistilBERT model and ChatGPT, and
the described experimental settings. The limited
datasets, models, and settings are potentially lead-
ing to a bias in the study. In the future, the study

framework could be extended to more datasets, dif-
ferent languages, and more developed LLMs, to
overcome the domain limitations and reduce the
bias.

We highlighted the most vulnerable components
of task-oriented dialogue systems based on LLMs,
laying the foundations for future engineering im-
provements to create more reliable virtual assis-
tants. The dialogue policy module needs to be
improved for increased reliability. This could be
achieved by checking the module output with an
accurate and efficient hallucination detector, or by
reducing the hallucination rate of the underlying
LLM.

7 Conclusion

In conclusion, our paper studies the hallucination
problem for all black-box-LLM-based modules in
task-oriented dialogue systems with narrow do-
mains. The hallucination situation analysis shows
the hallucination rates and forms for all modules,
indicating the importance of the hallucination prob-
lem. Our dataset generation method, with the hal-
lucination score, successfully simulates the real
ChatGPT outputs with hallucinations. Overall, our
THD for hallucination detection can benefit from
the generated hallucination samples in two datasets.
These results encourage future work for hallucina-
tion studies in all modules of task-oriented dialogue
systems.
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A Appendix

For our hallucination study, we utilize ChatGPT
and GPT4 from OpenAl. The Command R model
is accessed through the APIs. The “All-mpnet-
base-v2” is from Sentence Transformers. The Dis-
tilBERT model is from Hugginface (Sanh, 2019;
Wolf et al., 2020). The LoRA is implemented with
AdapterHub (Poth et al., 2023; Pfeiffer et al., 2020).
Because the input length of DistilBERT is limited,
we choose the recent utterances as history instead
of the whole turns. For the hallucination detec-
tion part, we conducted experiments three times
for ChatGPT, Command R, and GPT4. The experi-
ments for THD run three times with different seeds.

The final accuracy results are the average scores of
the three-times experiments.
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