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Abstract

Climate change is one of the most significant
challenges of our era, necessitating innovative
solutions across multiple fields. Advancements
in NLP offer a promising pathway, particularly
through the development of generalized mod-
els applicable to various tasks. Despite recent
progress, specialized NLP models excel in in-
dividual tasks but require substantial domain-
specific training data and fail to generalize well
to new scenarios. This paper introduces the
Climate-NLI, an approach that utilizes NLI
models to create a versatile NLP model that
can be used for fact-checking and text classi-
fication on climate-related text. Experiment
results on 10 climate-related datasets show that
our proposed model obtained comparable re-
sults to the models that have been fine-tuned
on task-specific datasets. Our model improves
adaptability to new classes by adding training
samples without full retraining but struggles
with certain classes due to limited related sam-
ples and similar but distinct concepts.

1 Introduction

Climate change represents one of the most press-
ing challenges of our time, demanding innovative
and efficient solutions across various domains. A
promising approach involves using Natural Lan-
guage Processing (NLP) advancements to develop
versatile models for various tasks. NLP has wit-
nessed tremendous growth, with specialized mod-
els achieving state-of-the-art performance on indi-
vidual tasks such as sentiment analysis, machine
translation, and question-answering (Khurana et al.,
2022; Maulud et al., 2021; Jiang and Lu, 2020; Tan
et al., 2020; Yang et al., 2020; Patil et al., 2022).
However, these models often require significant
domain-specific training data and struggle to gen-
eralize to unseen scenarios (Torralba and Efros,
2011; Arjovsky et al., 2020). This presents a criti-
cal challenge: developing efficient and adaptable

NLP systems capable of handling various tasks
with limited resources.

This paper proposes the Climate-NLI' that lever-
ages the power of the Natural Language Inference
(NLI) model to build a general-purpose NLP frame-
work. NLI models are designed to determine the
entailment between a premise and a hypothesis
sentence (Storks et al., 2020). We posit that the rea-
soning capabilities of NLI models can be exploited
to build a foundation for various NLP tasks. By
learning to understand the semantic relationships
between sentences, the model can be adapted to
diverse applications without extensive task-specific
training.

2 Related Works

NLI is a well-studied subtask of NLP with numer-
ous applications. Recent work has explored meth-
ods that leverage automatically generated, label-
specific natural language explanations to produce
more reliable labels (Kumar and Talukdar, 2020).
Beyond methods, specific datasets have been cre-
ated for NLI tasks, such as the Stanford Natural
Language Inference (SNLI) corpus (Bowman et al.,
2015) and its explained variant, e-SNLI (Camburu
et al., 2018). The extensive research focus on NLI
is understandable considering its usage in many
things. NLI serves as a foundation for various
tasks, including question answering (Jeong et al.,
2021), textual entailment (Bowman et al., 2015;
Camburu et al., 2018), and even text classification
using few-shot and zero-shot settings (Schick and
Schiitze, 2021; Kim et al., 2020).

Zero-shot classification is one of the methods
that has gained traction in text classification. It is
a technique that transfers knowledge from labeled
classes to unseen ones (Wang et al., 2019). This ap-
proach often utilizes pre-trained language models
(PLMs) such as BERT and RoBERTa (Chen et al.,

'Our code is publicly available at https://github.com/
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2022; Gao et al., 2023; Alcoforado et al., 2022;
Gonsior et al., 2020; Bujel et al., 2021). However,
most studies combined PLMs with other methods.
Some studies enhanced the performance of the lan-
guage models by incorporating domain knowledge
to do zero-shot classification. For instance, the
work by Chen et al. (2022) combined sentence
BERT with knowledge graph embedding, achiev-
ing better results compared to PLMs alone. Gao
et al. (2023) also utilized additional data containing
label descriptions fed to ROBERTa as input, lead-
ing to significant accuracy improvements of up to
17% compared to using the original ROBERTa only.
This highlights the importance of a model’s ability
to understand the relationships between words and
concepts, which aligns with the core principles of
NLI. These tasks involve determining the entail-
ment relationship between a premise and a hypoth-
esis by essentially asking whether the hypothesis
logically follows from the provided information
(Storks et al., 2020).

Yin et al. (2019) proposed a benchmark and a
textual entailment framework that leverages NLI
for zero-shot text classification. Wei et al. (2021)
also explored the ability of the language models to
perform zero-shot tasks, including zero-shot clas-
sification, by using inference on unseen task types.
By leveraging pre-trained models with strong NLI
capabilities, zero-shot learning can achieve robust
performance even with limited labeled data.

3 Dataset

We performed the experiment on several datasets
representing both text classification and natural lan-
guage inference tasks limited to climate-related
domain, including: Climate-Fever (Leippold and
Diggelmann, 2020), ClimateStance, ClimateEng
(Vaid et al., 2022), SciDCC (Mishra and Mittal,
2021), Climate Sentiment, Climate Detection (We-
bersinke et al., 2022), Climate Commitment, Cli-
mate Environmental Claim, Climate Specificity,
and TCFD Recommendation (Bingler et al., 2022)
as shown in Table 1. All datasets except Climate-
Fever are for text classification tasks. We used
each training, validation, and testing set provided
on each dataset. If the validation set is not provided,
we split the validation set from the training data
for each dataset with a 90:10 proportion. Since the
SciDCC dataset was published in a single CSV file,
we split the dataset into training, validation, and
testing set with an 80:10:10 proportion.

We performed additional pre-processing on the
Climate-Fever and SciDCC datasets. The Climate-
Fever dataset contains 1.5K climate change-related
claims and each claim has five evidences. We con-
verted the dataset into pairs of claim and evidence
where each pair is labeled as "support", "refutes",
or "not_enough_info". Following Webersinke et al.
(2022), we filtered out the evidence sentences with
the "not_enough_info" label and focused our model
only on deciding whether a claim is supported or
refuted. The SciDCC dataset contains 11,539 news
articles taken from Science Daily, classified into 20
classes such as Earthquake, Hurricane, Pollution,
etc. Each article consists of a title, summary, and
body content. In this work, we concatenated the
title, summary, and body as the text input.

4 Methodology

The proposed model, Climate-NLI, was developed
to handle both fact-checking and classification
tasks for general climate-related text. The model
was trained on the NLI setting. Using NLI, the
model can solve the fact-checking task, and at the
same time address the text classification problem
using an entailment-based zero-shot classification.
The development processes of the model are pre-
sented in this section.

4.1 Dataset Preparation

As mentioned earlier, we used an entailment-based
approach for zero-shot classification. Therefore,
all text classification datasets were converted into
NLI task-setting in the preparation step by generat-
ing the entailment and contradiction samples. NLI
takes two sentences as the premise and hypothe-
sis and then decides whether those sentences are
entailment, neutral, or a contradiction.

Selecting Entailment Samples. The entailment
samples from the text classification dataset are se-
lected by adding the text data as the premise with
the corresponding class label as the hypothesis. Be-
sides the class label, the hypothesis is constructed
from a template such as "The text is about <class
name>" (e.g., "The text is about agriculture”, "The
text is about environment"). In terms of zero-shot
classification tasks, the model will be provided with
the text input along with its candidate labels. The
label hypothesis that receives the highest entail-
ment score will be selected as the predicted label
for the text input.

Selecting Contradiction Samples. The contra-



Dataset Task Data Composition Num. of Hypothesis Template
Classes
ClimateEng Classification Train: 2781; Val: 354; 5 This example is about c
Test: 355
Climate Stance  Classification Train: 2781; Val: 354; 3 The stance of this tweet
Test: 355 regarding to climate

change is ¢

SciDCC Classification Train: 11539 20 This example is about ¢

Climate Classification Train: 1000; Test: 320 2 Does text talk about

Commitment climate commitment
action? ¢

Climate Classification Train: 2117; Test: 265 2 Does the claim relate to

Environmental environment? ¢

Claim

Climate Classification Train: 1000; Test: 320 3 The text sentiment

Sentiment regarding climate
change is ¢

Climate Classification Train: 1000; Test: 320 2 The text is climate

Specificity change ¢

TCFD Recom-  Classification Train: 1300; Test: 400 5 Regarding climate

mendation recommendation, the
text is about ¢

Climate Classification Train: 1300; Test: 400 2 Does the text related to

Detection climate? ¢

Climate-Fever Fact-checking

(NLI)

Train: 2196; Test: 549

2 -

Table 1: The list of datasets used in the training phase along with their task, composition, the number of classes, and
the hypothesis template. The class label in the hypothesis template is represented with "c". For the Climate-Fever
dataset, we split the dataset with an 80:20 train-test proportion and filtered out the "not_enough_info" label in the

data preprocessing step.

diction samples are added to make the zero-shot
classification model able to differentiate between
labels. We followed Gera et al. (2022), who used
the contrast-random approach for generating the
contradiction samples. Contrast-random is the pre-
ferred setting in terms of performance and compu-
tational cost. The contrast-random approach will
add the contradiction samples for each entailment
sample with a replaced class name on the hypothe-
sis.

Adding Label Variation. We implemented la-
bel variation to introduce the model to the unseen
labels. The addition of label variation to the hy-
pothesis was done by replacing the corresponding
label with its synonym. We used WordNet from the
NLTK package to find the list of the synonyms for
the corresponding label. The label is then replaced
with one of the synonyms randomly. We applied
the label variation specifically on topic classifica-

tion datasets, including ClimateEng and SciDCC.

The Hypothesis Templates. When it comes to
zero-shot classification tasks, the entailment-based
models such as bart-large-mnli> use the default
hypothesis template like "The example is <class
name>". In our case, since we used different
datasets from various domains, we specified the
hypothesis template based on the dataset as shown
in Table 1. Referring to that table, some hypoth-
esis templates use a yes-no question format (e.g.,
"Does the text related to climate? c") to handle the
binary classification tasks where the class names
only consist of "yes" and "no".

4.2 Model Training

The Climate-NLI model was developed by fine-
tuning ClimateBert (Webersinke et al., 2022) on

Zhttps://huggingface.co/facebook/
bart-large-mnli
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NLI-task setting. ClimateBert is a transformer-
based language model that has been pre-trained
on over 2 million paragraphs of climate-related
texts, such as common news, research articles,
and climate reporting of companies. Climate-
Bert used DistilRoBERTa-base?, a distilled ver-
sion of ROBERTa containing 82M parameters, as
the starting point of training (Sanh et al., 2020).
Climate-Fever and all the converted text classifi-
cation datasets as shown in Table 1 were used to
fine-tune the model. In total, there are 45,802 pairs
of premises and hypotheses along with their labels
that were used as the training data. In addition to
that, 5,498 pairs were used as validation set. The
best model was selected based on the best valida-
tion accuracy. The Climate-NLI model was trained
with specific hyperparameter settings (see Table 2).
The text length for each premise and hypothesis
was limited to 256 each, to fit the overall limit of
512.

Hyperparameter Values
Max. sequence length 512
Batch size 16
Optimizer AdamW
Learning rate 5-107°
Max. num. of epochs 50
Num. of early stopping 5
patience

Table 2: Hyperparameter for NLI model training.

We also conducted different experiments by fine-
tuning ClimateBert on each task-specific dataset
with similar hyperparameter settings. Moreover,
as the baseline comparison for the NLI-based task,
we used bart-large-mnli, a pre-trained model with
409M parameters, trained on the Multi-Genre Nat-
ural Language Inference (MultiNLI) corpus which
contains a crowd-sourced collection of 433K sen-
tence pairs annotated with textual entailment in-
formation. All experiments were performed on a
single NVIDIA A100 GPU and the random state
was set to 42.

4.3 Model Evaluation

We evaluated the Climate-NLI model on the test set
for each task-specific dataset. For the fact-checking
tasks on the Climate-Fever, we directly used the
NLI setting for the inference process and mapped

Shttps://huggingface.co/distilbert/
distilroberta-base

the label, specifically "Support" to entailment and
"Refutes" to contradiction. In this work, we only
focused on how good the model is in determin-
ing whether evidence supports or refutes a claim.
Meanwhile, for all classification tasks, we use a
zero-shot classification procedure to predict the
final label. The Climate-NLI model will be pre-
sented with a text input as the premise and a set
of label candidates prepended with a template as
a hypothesis. In the model output, we took the
entailment and contradiction score and applied a
softmax function. The label with the highest entail-
ment score will be chosen as the final label.

With the same procedure, we also evaluate the
pretrained bart-large-mnli model as the baseline
comparison for the NLI-based model. We also
adjust the hypothesis template for each dataset as
shown in 1. For additional comparison, we also
trained several ClimateBert models. Each model
was individually fine-tuned on their corresponding
task-specific training dataset. Macro-averaged F1
were used as the evaluation metrics.

Dataset Climate- Bart- FT
NLI Large- Climate-

MNLI Bert

ClimateEng 0.66 0.45 0.67

ClimateStance 0.42 0.37 0.52

SciDCC 0.40 0.25 0.49

Climate 0.74 0.24 0.78

Commitment

Climate Env 0.84 0.21 0.90

Claim

Climate 0.73 0.25 0.80

Sentiment

Climate 0.75 0.42 0.79

Specificity

TCFD Recomm 0.69 0.17 0.74

Climate 0.90 0.46 0.94

Detection

Climate-Fever 0.77 0.39 0.81

Average 0.69 0.32 0.74

Table 3: The F1 scores of Climate-NLI (Ours), Bart-
Large-MNLLI, and fine-tuned (FT) ClimateBert on each
test set of the dataset. The Climate-NLI model was
trained with all datasets combined, meanwhile fine-
tuned Climatebert was trained on each dataset individu-
ally.
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5 Result and Analysis

In this study, we compared three kinds of model
specifically the bart-large-mnli, fine-tuned Climate-
Bert model on each dataset, and the Climate-NLI
model (ours). We evaluated both fact-checking us-
ing the NLI approach and text classification tasks.
For the NLI-based model such as bart-large-mnli
and Climate-NLI, we use zero-shot classification
approach to do the classification tasks.

The performance of all models is detailed in
Table 3. Notably, Climate-NLI outperforms bart-
large-mnli on every dataset despite having fewer
parameters. This is likely because Climate-NLI
was trained using climate-focused data, whereas
bart-large-mnli was trained on a broader range of
information. However, compared to the fine-tuned
ClimateBert model on each dataset, Climate-NLI
obtained slightly lower performances in all datasets.
These performances are in line with Patadia et al.
(2021) experiment results, where the entailment-
based zero-shot classification model still failed to
outperforms the text classification models trained
on the task-specific datasets.

5.1 Text Classification Result

In this section, we discuss the Climate-NLI model
performance on the zero-shot text classification
task. The text classification datasets used to train
the model are generally divided into binary and
multi-class classifications. Figure 1 shows the dis-
tribution of the F1 scores for all classes across each
dataset.

F1 Score

multiclass binary
Classification Type

B train [ test

Figure 1: The distribution of F1 scores for all classes
across each dataset.

As shown in Fig. 1 that the Climate-NLI model

still struggles on the multi-class classification task.
Compared to binary classification, the distribution
of F1 scores on multi-class is wider than the binary
classification even in the train set. This indicates
the greater variability in performance across dif-
ferent datasets. The median F1 score in the multi-
class classification is also lower, suggesting that the
model has difficulty differentiating among multiple
classes, as opposed to the simpler binary task. The
lowest F1 score in the multi-class classification is
0, which reflects the model’s inability to predict
certain classes, leading to class imbalance issues.
We will discuss the class imbalance issue further in
the next section.
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Figure 2: Relationship between the number of sam-
ples and the F1 Score for each class on climate-related
datasets.

5.2 Class Imbalance Issue

We trained the Climate-NLI model with imbal-
anced datasets which likely influence the model
performance. In Fig. 2, we showed the relationship



between the F1 score and the number of training
samples for each class based on the dataset and
the classification type. Fig. 2 also presents the
relationship on both train and test set.

Fig 2 shows that classes with smaller training
samples tend to have a lower F1 score, especially
in multi-class classification. In the SciDCC dataset,
while the model can classify minority classes in the
training set, it struggles in the test set. Moreover,
with 20 classes in the SciDCC dataset, classifica-
tion becomes challenging, especially for minority
classes with very few samples—such as only 11
out of 9,231 for the "global warming" class or 21
out of 9,231 for the "geology" class. As a result,
the model fails to generalize well on these minority
classes. Similar results occur in the hardly distin-
guished majority classes such as "Animals", "Zool-
ogy", and "Biology". We present the comparison of
the prediction results on both majority and minority
classes of the SciDCC dataset in Table 4 and Table
5.

Example Seismic activity of New
Zealand’s alpine fault more
complex than suspected A
rupture ...

Prediction Earthquakes

Ground Truth | Earthquakes

Example How has society adapted to
hurricanes? A look at New
Orleans over 300 years ...

Prediction Hurricanes Cyclones

Ground Truth | Hurricanes Cyclones

Example How do mantis shrimp find
their way home?. Patel, a
Ph.D. candidate in biological
sciences at UMBC, found that
the species of...

Prediction Biology

Ground Truth | Animals

Example Spectacular bird’s-eye view?
Hummingbirds see diverse
colors humans can only imag-
ine To find food...

Prediction Zoology

Ground Truth | Animals

Table 4: Climate-NLI prediction samples on the major-
ity class of SciDCC dataset

Table 4 shows that the model predicts the ma-
jority and specific classes correctly such as "Earth-

quakes" and "Hurricanes Cyclones". However, it
struggles with distinguishing between overlapping
classes, such as "Biology" versus "Animals" or
"Zoology" versus "Animals," where the distinction
is more nuanced. These errors highlight a limita-
tion in handling closely related classes although the
"Animals" class is considered as a majority class.

Example Volcanic growth ’critical’ to
the formation of Panama Yet
for scientists the exact process
by ...

Prediction Earthquake

Ground Truth | Geology

Example Fishing for a theory of emer-
gent behavior Some of the
most difficult questions in sci-
ence today ...

Prediction Zoology

Ground Truth | Zoology

Example Songbirds, like people, sing
better after warming up Re-
searchers at Duke University
say there may be a good rea-
son why birds ...

Prediction Animals

Ground Truth | Zoology

Table 5: Climate-NLI prediction samples on the minor-
ity class of SciDCC dataset

In terms of predicting the minority classes, the
model performed variably, correctly identifying
some labels while struggling with others. Ta-
ble 5 shows that the model correctly classified a
text about "emergent behavior" under "Zoology",
demonstrating its ability to match specific scien-
tific content with the correct label. However, in
another case, it incorrectly predicted "Earthquake"
instead of "Geology" for a text on volcanic growth,
and also incorrectly predicted "Animals" instead
of the more specific "Zoology" on the songbird
text. Those incorrect predictions are likely due to
the model focusing on related but distinct concepts.
Moreover, the class "Earthquake" has significantly
more training samples than "Geology" class which
makes the model tend to classify on the majority
class over the minority ones.

The results suggest that while zero-shot classi-
fication is promising, further refinement or more
context-specific candidate labels could improve its
accuracy in specialized fields like scientific classi-



fication. Additionally, the zero-shot classification
model can be applied to multi-label classification
tasks when the labels are not highly distinctive.

5.3 Potential Implementation

Despite the lower performance compared to the
fine-tuned model, the entailment-based zero-shot
classification model is capable of adapting to any
newly added class by adding the new training
samples. Meanwhile, the fine-tuned classification
model needs to be retrained when a new class is
introduced since the number of classes is already
defined before the training process (Patadia et al.,
2021).

Zero-shot classification also has the capability of
being used across unseen datasets and unseen labels
(Pushp and Srivastava, 2017). Despite the mediocre
performance on the minority classes and the diffi-
culty in distinguishing certain similar classes, zero-
shot classification model can be implemented for
automatic data labeling through weak supervision
where the model is expected to provide hints about
the desired class from the defined candidate labels
(Aslund, 2021; Wang et al., 2021). This could re-
duce the time needed to develop a dataset related
to climate change.

6 Conclusion

In this paper, we presented Climate-NLI, an
NLI-based model specifically designed for fact-
checking and zero-shot classification tasks. Evalua-
tion results show that Climate-NLI successfully out-
performed bart-large-mnli, the NLI model trained
on more general text while obtaining slightly lower
performance compared to the task-specific fine-
tuned ClimateBert model. Our proposed model
has better adaptability to new classes by adding the
training samples instead of retraining the model
with the whole training samples. However, our
model still struggles to classify certain classes due
to limited training samples for related classes and
the presence of similar but distinct concepts.

Limitations

In terms of the fact-checking task, we only tested
how good the model was at deciding whether a
claim is supported or refuted by evidence, which is
just one of the parts of the fact-checking pipeline. A
further test of the Climate-NLI model on the whole
fact-checking pipeline from evidence retrieval to

entailment prediction can be done in the future
work.

To simplify the training pipeline in the model
training process, we only use the yes-no question
template followed by a "yes" or "no" label for the
binary classification tasks. Instead of relying on a
yes-no question as a template, we may extend the
"yes" and "no" labels to a sentence that shows the
complete context related to the label. Currently, we
leave this as an open question.
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