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Abstract

This research introduces ViHerbQA !, a Viet-
namese Traditional Herbal Medicine (VTHM)
question-answering model. However, the Viet-
namese Traditional Herbal Medicine QA
dataset is currently unavailable, so we have
built a dataset of 208,203 question-answer pairs
generated by Large Language Models (LLMs).
To ensure quality, we evaluate these pairs us-
ing various evaluation metrics. The ViHerbQA
model consists of two stages: pre-training and
fine-tuning. We pre-train the ViT5 model on the
dataset in the pre-training phase for the Open-
Book QA task. Then, in the fine-tuning phase,
this pre-trained model is used for the Close-
Book QA task. The goal of this approach is
to enable the model to have a comprehensive
understanding of VTHM. We have conducted
extensive evaluations comparing it with cur-
rent Vietnamese QA systems and state-of-the-
art LLMs and found that it outperforms them
in terms of performance indicators, such as
BERTScore alone achieved more than 80%. In
comparison, other models underperformed on
the ViHerbQA dataset, demonstrating its poten-
tial usefulness in Vietnamese herbal medicine
research. We also fine-tuned LLama3.1-8B on
our dataset and found that it outperformed the
other LLMs evaluated in this study.

1 Introduction

Vietnamese Traditional Herbal Medicine (VTHM)
is a long-standing tradition with a rich history of
medical knowledge. Even though modern medicine
has taken over most parts of the world, traditional
medicine remains applicable, which shows how
valuable it is in terms of research findings and
practical applications in medicine. Nevertheless,
the lack or nonexistence of specialized artificial
intelligence tools like question-answering systems
*Corresponding author.

!Code availability:
ViHerbQA
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limits access to useful herbal information necessary
for both research and application.

Large language models (LLMs) and natural lan-
guage processing (NLP) have advanced greatly in
recent times. However, these technologies need to
be customized to fit traditional medicine, particu-
larly for less common languages. There are many
question-answering (QA) systems for English, but
they are still rare in Vietnamese, especially in the
traditional medicine field. This highlights the sig-
nificant potential for improving NLP applications
in this crucial field.

Some breakthroughs have been realized in
question-answering systems construction, includ-
ing in open domains and specific domains like
medicine. Models such as DrQA (Chen et al.,
2017), UnitedQA (Cheng et al., 2021) and UniK-
QA (Oguz et al., 2022), among others, are cate-
gorized under open-domain QA because they pro-
vide answers to general questions about different
topics while BioMedGPT (Luo et al., 2023) and
MEDITRON (Chen et al., 2023) fall under medi-
cal domain since they are designed specifically to
address issues related to health care, using English
language. MedChatZH (Tan et al., 2023) is unique
in its own way because it represents traditional Chi-
nese medicine through an LLM fine-tuning method
based on a dataset derived around ancient Chinese
treatments, whereas the Vietnamese ViHealthQA
dataset is used in creating SPBERTQA (Nguyen
et al., 2022) in Vietnamese medicine field.

Most of these advancements focus on English
sources, with few addressing other languages, par-
ticularly Vietnamese. This means that there is a
need to develop specialized QA systems for Viet-
namese, and in this work, we will develop ViHer-
bQA, a question-answering model for the VTHM
field.

ViHerbQA is a robust question-answering model
designed to bridge modern technology and tradi-
tional knowledge in Vietnamese herbal medicine.
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Our research tackles two main problems, which
include the lack of a VTHM QA dataset and the
need for an operational model that can understand
VTHM knowledge. The aim of ViHerbQA is to
overcome these challenges by employing the latest
techniques that are applicable within VTHM.

The development process of ViHerbQA involves
several steps outlined below:

1. Dataset Creation: Since no existing VITHM
QA dataset has been discovered, we created a new
one consisting of 208,203 question-answer pairs
using advanced language models such as GPT-3.5,
GPT-40-mini, Gemini Flash, and Gemini Pro be-
cause they have high-performance levels and they
also support multiple languages.

2. Dataset Evaluation: We used evaluation met-
rics like Semantic Similarity, BLEU (Papineni
et al., 2002), and Rouge (Lin, 2004) to validate
the dataset’s applicability.

3. Model Development: There are two stages
when developing ViHerbQA: a) Pre-training: We
use ViT5 (Phan et al., 2022a) to train the Open-
Book QA task using our own dataset with the ex-
pectation that the model can learn comprehensive
VTHM knowledge through contexts in the training
process. b) Fine-tuning: This stage entails adapting
the pre-trained model towards the Close-Book QA
task to enable it to give accurate responses.

4. Performance Evaluation: To evaluate ViHer-
bQA’s performance in answering VTHM-related
questions, we compared it against other Vietnamese
QA models and state-of-the-art LLMs using BLEU
(Papineni et al., 2002), ROUGE (Lin, 2004), and
BERT-SCORE (Zhang et al., 2019).

This research creates a more robust VITHM
model than previous QA systems. The idea be-
hind this approach is to utilize contemporary natu-
ral language processing techniques with an under-
researched language to build a stronger base for fu-
ture question-answering for unique domains. With
ViHerbQA, we hope to broaden awareness and un-
derstanding surrounding VTHMSs among scholars,
practitioners, and interested individuals.

2 Related works

Over the past few years, we have seen tremen-
dous advancements in question-answering systems,
largely due to progress in natural language process-
ing (NLP) and Large Language Models (LLMs).
Different domains have received various contribu-
tions, but traditional medicine needs to be explored.

Advancements in large language models (LLMs)
and effective pre-training techniques have led to
the rise in using QA models. BERT (Devlin et al.,
2018), XLNet (Yang et al., 2019), and T5 (Raffel
et al., 2020) are examples of such models that were
tested on benchmark datasets. These models are
trained on general text collections and then fine-
tuned on specific QA datasets to boost their perfor-
mance in different QA tasks. For our work, we use
ViT5 (Phan et al., 2022b), which is a Vietnamese-
adapted version of T5.

Though NLP has achieved significant milestones
in English, Vietnamese remains under-studied. Re-
searchers face challenges such as insufficient an-
notated resources and complex linguistic features
exhibited by this language. Despite this, there have
been efforts to develop Vietnamese pre-trained lan-
guage models, including PhoBERT (Nguyen and
Tuan Nguyen, 2020), BartPho (Tran et al., 2021),
ViT5 (Phan et al., 2022b), PhoGPT (Nguyen et al.,
2023), or multilingual ones like XLM-R (Con-
neau et al., 2019) and mBERT (Pires et al., 2019)
which have shown promising results for less com-
mon language NLP tasks. Therefore, this project
contributes to Vietnamese NLP through the intro-
duction of a new VTHM QA dataset as well as a
robust QA model tailored specifically for this area.

The involvement of Al in healthcare is grow-
ing at an unprecedented pace with a focus on drug
discovery, disease diagnosis, personal health care,
and others (Ching et al., 2018). Nevertheless, tra-
ditional medicine is also beginning to find its way
into Al systems despite being in nascent stages (Wu
et al., 2022); some instances where machine learn-
ing has been employed include predicting Chinese
medicinal herb components (Han et al., 2018) and
identification of possible drug-herbs interactions
(Tatonetti et al., 2012). However, more research is
needed to create Al-powered question-answering
systems for traditional medicine like Vietnamese
herbal medicine. This paper fills that void by pre-
senting ViHerbQA, a specialized QA model that
aims to provide necessary VTHM knowledge ac-
cess and comprehension.

By developing a specific question-answering
model on VTHM, we can combine Indigenous Tra-
ditional Medicine knowledge with state-of-the-art
natural language processing techniques. We ad-
dress the absence of a dedicated VTHM QA dataset
by creating one using LLMs with advanced prompt-
ing methods and rigorous evaluation procedures.
Furthermore, we demonstrate how powerful Viet-



namese language models can be adapted to do-
mains such as VTHM through pre-training and
fine-tuning strategies.

3 Dataset

The ViHerbQA dataset is a vast and intricate re-
source that has been designed to create and evalu-
ate QA systems focused on VTHM. It consists of
208,203 samples composed of various large lan-
guage models (LLMs) like GPT40-mini, Gemini-
Pro, Gemini-Flash, and GPT-3.5. These samples
are composed of question-and-answer pairs that
have been generated by LLMs from herbal articles
to ensure a broad coverage of VTHM themes. To
assess the quality and usability of the dataset, we
use BLEU (Papineni et al., 2002), ROUGE (Lin,
2004) as well as semantic similarity at word level
metrics.

3.1 Generation

Gemini-Flash, Gemini-Pro, and GPT-3.5 generate
the ViHerbQA’s dataset by drawing information
from articles about traditional medicinal herbs and
formulating question-answer pairs as illustrated in
Figure 1.

1. Article Crawling and Pre-processing: We col-
lected 745 herbal articles from YouMed 2, which is
a reliable source that offers comprehensive medical
knowledge in Vietnam. These articles undergo a
thorough pre-processing procedure such as clean-
ing of data, normalization, extraction of useful
herbal information such as title (herb’s name), de-
scription, chemical composition, use, application
methods, researches carried out on it, taboo actions
and remedies to make sure that just relevant data
goes to CSV format. It provides a firm foundation
for generating the question-answer pairs.

2. Question Generation: The preprocessed data
for each herb’s article falls into two main cate-
gories: the entire content and only the herbal pre-
scriptions content. The LLMs, including Gemini-
Flash, Gemini-Pro, and GPT-3.5, use the entire
content to create 20 questions. This comprehen-
sive approach allows the LLMs to synthesize all
the knowledge in the article, resulting in compre-
hensive questions. For the context of medicinal
remedies, an additional five questions are gener-
ated by LLMs based on the content of the provided
herbal prescriptions. When using LLMs, we ap-

Zhttps://youmed.vn/tin-tuc/y-hoc-co-truyen/
duoc-lieu/

ply unique prompting techniques like Zero-Shot
and Few-Shot. We use multiple temperature val-
ues to create more diversity from beginner to ad-
vanced. Questions are created in this manner and
then reviewed to eliminate any redundant charac-
ters that may exist before saving the text file format
with each question located on 1 line of the file,
facilitating the creation of answers in the next step
is convenient. The prompt template used for this
Question Generation step is provided in Table 1.
In this step, we use Few Shot prompt techniques
with two prompt versions: one for the entire content
and one for the prescription content. In the prompt
template, {doc} represents the knowledge content
while {herb} denotes the herb’s name. The sum
of tokens for this step is approximately 2500 for
each query. An example of the output is shown in
Figure 3 in Appendix A when the entire content is
fed into LLMs, and another example is displayed in
Figure 5 in Appendix A when the herbal prescrip-
tions content is used.

3. Answer Generation: We have generated an-
swers corresponding to our prepared questions
by feeding information from herbal articles into
LLMs. Each question is strongly linked to its cor-
responding article content, ensuring that the re-
sponses are accurate and meaningful. In addition
to answering generation, we prompt LLMs to pro-
duce the relevant context derived from the origi-
nal article; the context should be one of the sec-
tions or subsections in the article, supporting the
Open-Book model training stage. Like in the above
stage, a thorough check is performed after gener-
ating questions using LL.Ms. The criteria met to
ensure question-answer pairs are included in Vi-
HerbQA'’s training dataset include: must be Viet-
namese, must not contain meaningless characters,
and the answer, question, and context must re-
late professionally with each other. Therefore, we
have employed well-known metrics such as BLEU
(Papineni et al., 2002), ROUGE (Lin, 2004), and
Semantic-Similarity, among others, for evaluation
purposes, which assured us about the quality of
the ViHerbQA dataset. Please refer to Figure 6 in
Appendix A for the prompt template in this Answer
Generation step. Figure 8 depicts the output of this
step, with questions created from the entire article
content as input. In contrast, Figure 10 shows the
output with input consisting of questions related to
traditional medicine remedies. We use Vietnamese
to design the prompt for this step instead of English
because this is essential; answers from LLMs need
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Figure 1: ViHerbQA'’s dataset creation pipeline has three stages, including (1) article crawling and pre-processing,

(2) question generation, and (3) answer generation.

Prompt template for the entire content

Prompt template the herbal prescriptions content

As a student, please generate 20 Vietnamese questions
naturally and generally about <{herb}>, which is a medic-
inal herb in Vietnamese Traditional Medicine using this
knowledge: “{docs}”

As a patient, please generate 5 Vietnamese questions nat-
urally and generally about oriental medicine remedies,
specifically, medicinal herbs used in Vietnamese Tradi-
tional Medicine. The generated questions should not con-
tain the proper names of any specific herbs, using this
knowledge: “{docs}”

Table 1: The prompt template for the Question Generation step.

Min word count Max word count

Question 4 95
Answer 1 743
Context 10 2720

Table 2: Statistics on the number of words in questions,
answers, and contexts.

to be accurate and highly practical based on the
context content provided. Suitable for real situa-
tions. For that reason, with the desire for LLMs
to be able to read, understand, and extract infor-
mation from Vietnamese medicinal texts correctly,
we use prompts in Vietnamese to have language
uniformity to avoid confusion between languages
in providing answers to LLMs. The sum tokens for
this step are almost 6000 tokens for each query.

We perform statistical analysis steps before we
evaluate the dataset. These steps give an overview
of the language in the dataset. The data set spans
various language levels as illustrated in Table 2
ranging from elementary to most proficient. This
diversity is crucial since it makes the dataset re-
semble real-life settings, thus making post-trained
models more realistic.

This ensures that essential traditional medicine

terminology is preserved in the generated dataset.
We do this by visualizing the frequency of nouns
in the initial articles and within the dataset post-
generation. Figure 2 illustrates that the dataset
successfully maintains critical terms from the tra-
ditional medicine field, such as herb (cay thudc),
medicinal herb (dudc liéu), medicinal taste (vi
thudc), traditional medicine (y hoc ¢& truyén), and
doctor (bac si).

3.2 Evaluation

Since we generated this dataset using LLMs, there
is no gold answer to evaluate. Therefore, we pro-
vide another suitable evaluation method based on
the word similarity between the generated dataset
and the input articles. We can use this method to
evaluate various datasets.

Our evaluation process begins with using the
Pyvi library 3, a robust tool that attaches a PosTag
for Vietnamese to each tokenizer found in articles,
generated questions and generated answers. We
then meticulously focus our evaluation on nouns,
verbs, and adjectives. These keyword types demon-
strate the accuracy of the generated dataset in
containing relevant traditional medical knowledge,

*https:/ /github.com /trungtv/pyvi
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Figure 2: Visualization of WordCloud including (a) WordCloud of Articles from Youmed, (b) WordCloud of
Questions generated by LLMs, and (c) WordCloud of Answers generated by LLM:s.

making them the most suitable for our evaluation.
We evaluate the generated questions and answers
individually and then compute the weighted aver-
age of the questions and answers.

We use BLEU, ROUGE, and Semantic Simi-
larity to calculate the similarity between articles
and the generated dataset by measuring word-level
similarity with nouns (n), verbs (v), and adjectives
(adj). Semantic Similarity is calculated by using the
FastText library (Joulin et al., 2016) for Vietnamese
4 to get embedding of each word, then using the
cosine similarity measure to calculate similarity.

Let M be the metric used for calculation (M is
one of the three mentioned metrics). My, is the
evaluation result of M for the ViHerbQA’s dataset,
which is computed as the formula 1, in that, M,
M, and M, q; are the similarity measures of nouns,
verbs, and adjectives.

2 X M, + My + Mg,
1

We assign a higher weight to nouns than verbs
and adjectives because, in terms of language, the
similarity of nouns in this field can prove the ex-
pert similarity to specialized words like traditional
medicine, doctors, and herbalists. Based on the
evaluation method we have provided, the results
shown in Table 3 show a high level of similarity in
both vocabulary and semantics between articles and
ViHerbQA'’s dataset when reaching BLEU 60.26,
ROUGE 55.82, and Semantic Similarity 99.58.

After thoroughly cleaning, testing, and evalu-
ating, the ViHerbQA dataset has been partitioned
into three subsets: training, validation, and testing,

(1

*https://huggingface.co/facebook/
fasttext-vi-vectors

BLEU ROUGE Semantic Similarity
60.26 55.82 99.58

Table 3: ViHerbQA’s dataset evaluation on three met-
rics, including BLEU, ROUGE, and Semantic Similar-

1ty.

Training Validation Testing
145,742 56,214 6,247

Table 4: The number of question-answer pairs in each
training, validation, and testing set of the ViHerbQA
dataset.

with a distribution ratio of 7:2:1. Table 4 presents
each subset’s corresponding number of question-
answer pairs. Table 5 illustrates some samples of
the ViHerbQA dataset.

4 Experiments

In our research, we develop a novel two-phase ap-
proach to training QA models. The first phase,
which we call the “Open Book™ phase, takes ad-
vantage of the model’s ability to retrieve relevant
information from a given context. This simulates
the situation of a student consulting reference ma-
terials during an exam.

The subsequent stage would be what we refer
to as the “Closed Book™ phase. At this point, the
model is taught to give answers based on its own
knowledge obtained from the earlier phase and
without any contextual information. This phase
mimics the retrieval of previously learned material
in the form of a closed-book exam.

This two-stage approach has been particularly
successful in answering the specific problems of
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Answer

Context

Bai thuoc Ngan kieu tan chia Kim ngén hoa
va Lién kiéu c6 thé dudc st dung d€ chita
mun nhot va s&t cam. Céach dung 1a mdi vi
40g Kim ngan hoa va Lién kiéu, cing véi cdc
vi khac nhu Kinh gidi tué, Cat canh, Dam dau
si, Bac ha, Nguu bang t, va Pam tric diép,
tat ca siy kho tan bot, c6 thé 1am thanh vién
va ubng 1 —2 1in mdi ngiy, mbi lan 12g bot.
(The “Ngdn kiéu tdn” formula containing
Kim ngdn hoa (Honeysuckle) and Lién kiéu
(Forsythia) can be used to treat acne and cold
symptoms. The method: use 40g of each Kim
ngdn hoa and Lién kiéu, along with other
herbs like Kinh gidi tué, Cdt cdnh, Dam ddu
si, Bac ha, Nguu bang tit, and Pam triic diép,
all dried and powdered. It can be made into
pills, and take 1-2 times daily, with each dose

Bai thuoc Ngan kieu tdn Thuong dung chita
mun nhot, sét cam: Kim ngan hoa va Lién
kiéu méi vi 40g; Kinh gidi tué 16g; Cat canh
24g; Pam dau si 20g; Bac ha va Nguu bang
td mdi vi 24g; Pam tric diép 15g. Tt c siy
kho tan bot. C6 thé lam thanh vién. Ubng 1
— 2 1an mbi ngay, mdi 1an 12g bot.... (The
“Ngdn kiéu tan” formula is commonly used
to treat acne and colds: Kim ngdn hoa and
Lién kiéu, 40g each; Kinh gidi tué 16g; Cdt
cdnh 24g; Dam ddu si 20g; Bac ha and Nguu
bang tit, 24g each; Pam triic diép 15g. All
dried and powdered. Can be made into pills.
Take 1-2 times daily, 12g per dose...)

Ngudi suy nhudc, hoat tinh, mét mdi, khong
c6 thip nhiét bén trong thi cAm dung. Phu nit
c6 thai va nhitng ngudi tiéu tién qua nhiéu
khong dugc dung. (Those who are weak, ex-
periencing spermatorrhea, fatigue, or do not
have internal damp-heat should avoid using

Herb Question
Kim ngan: | Béc si6i, c6 phuong phap
Vi thubc | nao trong y hoc cd truyén
quy v6i cong | gidp gidm tridu chiing s6t
dung bit ngd | cim vh mun nhot khéng?
(Kim ngdn: | (Doctor, is there any tra-
A valuable | ditional medicine method
herb  with | that helps reduce cold
surprising symptoms and acne?)
effects)
being 12g of powder.)

Moc thong: | Trong trudng hgp nao can
Vi thubc c6 | phai kiéng ki khi stt dung
cong dung | Moc thong va nhiing tac
10i tifu (Méc | dong tiéu cuc c6 thé xdy
thong: An | ra? (In what cases should
herb  with | Moc thong be avoided,
diuretic and what negative effects

properties.)

can occur?)

it. Pregnant women and those who urinate
excessively should not use it.)

Ngudi suy nhudc, hoat tinh, mét moi, khong
c6 thap nhiét bén trong thi cAm dung. Phu nit
¢6 thai va nhitng ngudi tiéu tién qua nhiéu
khong duge dung. Moc théng c¢6 cong dung
10i tiéu tién, tri bi tiéu, tiu gat budt, ngoai ra
con bi bé kinh. Nhitng thong tin trén day chi
mang tinh chét tham khao. TSt nhit, ban can
tham khao y kién béc si trude khi st dung
céc vi thudc!... (Those who are weak, expe-
riencing spermatorrhea, fatigue, or do not
have internal damp-heat should avoid using
it. Pregnant women and those who urinate
excessively should not use it. Mjc thong has
diuretic properties, treating urinary retention
and painful urination, and can also address
amenorrhea. The information provided here
is for reference only. It is best to consult a
doctor before using any herbal medicines!...)

Vong nem:
Tha 1a cay
chita ~ mét
ngu hiéu qua
(Vong nem:
A leaf that
effectively
treats in-
somnia)

Vong nem c6 tac dung an
than nhu thé nao? (How
does Vong nem have a
sedative effect?)

Vong nem c6 tac dung an than nhs vao cac
thanh phan héa hoc c6 trong 14, gitip lam
diu hé than kinh. (Vong nem has a sedative
effect thanks to the chemical components in
its leaves, which help to calm the nervous
system.)

La Vong nem cé tic dung tc ché hé than
kinh trung uong, lam yén tinh, gy ngd, ha
nhiét, ha huyét ap...(Véng nem leaves have
effects that inhibit the central nervous system,
inducing calmness, sleep, reducing fever, and
lowering blood pressure...)

Table 5: Some samples of ViHerbQA dataset.

VTHM. With this approach, our model allows high
and complex comprehension of VTHM while being
able to give exact and trusted feedback without any
context.

4.1 Model

The development of ViHerbQA begins with pre-
training the ViT5 model (Phan et al., 2022a) for
the Open-Book task using the constructed dataset.
Preparing the model to answer questions within
the context of the Open-Book task will enable ex-
haustive learning of VTHM’s knowledge from the
provided contexts. Given that VTHM necessitates
high exactness and trustworthiness, the Open-Book

pre-trained model will enhance the capability to
supply more accurate answers for the Close-Book
task in the subsequent step.

Upon reaching convergence in training with the
Open-Book task, we will employ that model to
fine-tune for the Close-Book task. We leverage a
VTHM knowledge model for fine-tuning, assur-
ing ViHerbQA delivers more exact, experienced
answers without needing the context for this field.

We use ViT5 (Phan et al., 2022a) to take advan-
tage of the architecture’s encoding and decoding
capabilities and the model’s ability to understand
Vietnamese to serve as a suitable basis for training
ViHerbQA, a QA model serving the Vietnamese



BLEU Rougel Rouge2 Rougel. RougeLsum BertScore (P) BertScore (R) BertScore (F1)
Large Language Models
GPT35 6.19 31.28 17.62 23.40 24.99 66.13 74.34 69.93
Geminifash 342 22.41 12.79 17.19 19.14 60.37 71.92 65.56
Llama3.1-8B 6.24 31.32 15.59 22.51 22.81 64.27 71.42 67.48
Vietnamese Transformer Models
ViTSpase 4.77 24.17 11.35 19.11 19.15 60.54 60.81 60.58
ViT51arge 0.51 2.43 0.48 2.28 2.28 38.91 32.99 35.66
BartPhopqse 14.26 49.35 29.64 38.30 38.37 77.03 70.28 73.43
BartPho 14.15 49.26 29.46 38.19 38.27 77.00 70.28 73.42
ViHerbQA (our)
OpenBookpage 31.72 59.90 47.74 52.84 52.84 85.57 77.78 81.36
OpenBookiaree  33.00 60.47 49.08 53.83 53.85 86.14 78.24 81.87
CloseBookpgse 31.17 59.44 46.98 52.19 52.21 85.22 77.60 81.11
CloseBookiarge — 32.43 60.01 48.30 53.20 53.21 85.78 78.06 81.62
Llama3.1-8By 8.80 37.54 20.41 26.70 27.53 65.11 74.97 69.38

Table 6: Evaluation of ViHerbQA compared to other models based on BLEU, Rouge, and BertScore metrics.

Traditional Herb Medicine field.

We employ RTX 3090 - 24GB VRAM to train
ViHerbQA on ViT5-base and ViT5-large instances.
The models undergo five epochs of training with a
batch size of four for ViT5-base and two for ViT5-
large during both the Open-Book and Close-Book
phases. We use the Adam optimizer with a learning
rate set to 1e-5. For ViT5-base, the Question Max
Length and Answer Max Length are 512 and 1024,
respectively, while for ViT5-large, they are 256 and
512.

4.2 Fine-tuning Llama3.1-8B

We have fine-tuned the Llama3.1-8B, one of the
recent modern LLM models, through two steps:
pre-training and fine-tuning. During the first stage,
the model is pre-trained on the entire text from the
articles about VTHM. This step is essential for the
model to grasp the knowledge of VTHM before
moving on to the second stage, which is fine-tuning
the model for the QA task. The LoRA technique is
used for training in both stages. The epochs for the
first stage are 15, and the second stage is 2. Accord-
ing to Table 6, after fine-tuning the VTHM dataset,
Llama3.1-8B outperforms the original Llama3.1-
8B and the Llama3.1 versions with more extensive
parameters. However, compared to the model built
based on the ViT5 model, the results of Llama3.1-
8B still need improvement. This suggests that using
a specialized model for Vietnamese would be more
effective than a multilanguage LLM.

4.3 Result

We use the test set of the ViHerbQA dataset to
evaluate the ViHerbQA model in both the open-

book and close-book stages. We also evaluated
the model, which is fine-tuned Llama3.1-8B on
our dataset, and compared it with the original
Llama3.1-8B. Additionally, we assess two LLLMs,
GPT3.5 and Gemini Flash, to address concerns
about the capability of today’s LLMs to provide
accurate answers within almost all domains. Fur-
thermore, we exhaustively consider the ViHerbQA
model compared to strong Vietnamese transformer
models such as ViT5 (Phan et al., 2022a) and Bart-
Pho (Tran et al., 2021).

The results presented in Table 6 demonstrate the
exceptional linguistic and semantic capabilities of
the ViHerbQA model in the VTHM domain, as evi-
denced by metrics such as BLEU, ROUGE (includ-
ing Rougel, Rouge2, RougeL, and RougeLSum),
and BertScore (including BertScore Precision (P),
BertScore Recall (R), and BertScore F1) for Viet-
namese, with BertScore values greater than 80%
for both the base and large versions, the ViHerbQA
model shows very high semantic accuracy. More-
over, BLEU values exceeding 30% and ROUGE
values surpassing 50% underscore ViHerbQA’s di-
verse linguistic abilities. Furthermore, when fine-
tuning the Llama3.1-8B in our dataset, the results
are significantly better than the original LLM, even
outperforming other LLMs in almost all metrics.

Refer to Table 7 for some responses from the
ViHerbQA model from the ViHerbQA test dataset.
The Question column in this table presents the input
question fed into the model; the Gold Answer is
the answer of the test dataset, and the Predicted
Answer is the reply of the ViHerbQA model.

ViT5 and BartPho are two transformer mod-
els that were powerfully developed for Vietnamese



Question

Gold Answer

Predicted Answer

Thai gian dap thudc tif 14 bang tuai 1én
vung da bi bénh la bao 1au? (How long
should the poultice made from fresh
leaves be applied to the affected area?)

Thoi gian dap thudc tir 14 bang tuoi
1én vung da bi bénh 1a 15 phuit. (The
poultice made from fresh leaves should
be applied to the affected area for 15
minutes.)

Thoi gian dap thudc tir 1 bang tuoi
1én vung da bi bénh la 15 phut. (The
poultice made from fresh leaves should
be applied to the affected area for 15
minutes.)

Moc thong c6 cong dung chinh nao?
(What are the main uses of Mdc
thong?)

Moc thong c6 tic dung 16i ti€u tién,
thong huyét mach. (Mdc thong has di-
uretic properties, treating urinary re-
tention, and regulating blood circula-
tion.)

Moc thong c6 tic dung 1di tiéu tién,
thong huyét mach. (Méc thong has di-
uretic properties, treating urinary re-
tention, and regulating blood circula-
tion.)

Céch sit dung Bic dén dé chita tim hoi
hop va miéng khat nhu thé nao? (How
is Bdc den used to treat shortness of
breath and dry mouth?)

Béc 4 g, L4 tre, Mach mon mdi vi 12 g,
séc uéng. (Bdc 4g, Bamboo leaves, and
Mach mon 12g each, to be decocted
into a drink.)

Béc 4 g, L4 tre, Mach mon moi vi 12 g,
sac udng. (Bdc 4g, Bamboo leaves, and
Mach mon 12g each, to be decocted
into a drink.)

Tinh dau phong 1t c6 dac tinh gi ¢6 16i
cho da nhon? (Does Phong lit (Gera-
nium) oil have any benefits for oily
skin?)

Véi dac tinh kiém dau, tinh dau phong
lit ¢6 thé gitip cAn bing lugng dau
trén da. (With its astringent proper-
ties, Phong lit oil can help balance the
skin’s oil levels.)

Véi déc tinh kiem dau, tinh dau phong
Iit c6 thé gitip can bing lugng dau
trén da. (With its astringent proper-
ties, Phong it oil can help balance the
skin’s oil levels.)

Ciéc tdc dung phu c6 thé gip khi st
dung than xa 12 gi? (What side effects
might occur when using kidney radia-
tion?)

Khi ding c6 thé giy ra céc tac dung
phu nhu dau bung, tiéu chay, dau
dau (It can cause side effects such
as abdominal pain, diarrhea, and
headaches.)

Khi ding c6 thé giy ra cac tic dung
phu nhu dau bung, tiéu chay, dau
dau (It can cause side effects such
as abdominal pain, diarrhea, and
headaches.)

Lién tu c6 thé€ anh hudng dén co thé
nhu thé nio trong trudng hop st dung
dai han, dic biét 1a d6i véi ngudi suy
nhudc hoic c6 tiéu tién bi? (How can
Lotus affect the body in cases of long-

Co thé suy nhudc, tdo bon, tiéu tién
bi khong nén dung Lién tu. (People
with a debilitated body, constipation,
or urinary retention should not use Lo-
tus seeds.)

Co thé suy nhudc, tdo bon, tiéu tién
bi khong nén dung Lién tu. (People
with a debilitated body, constipation,
or urinary retention should not use Lo-
tus seeds.)

term use, especially for those who are
debilitated or have urinary retention?)

Table 7: Some responses of the ViHerbQA model.

only. However, with the result in Table 6, we can
see that two models have yet to have the ability to
solve questions in VTHM.

The outcomes of GPT3.5 and Gemini Flash
show that while state-of-the-art LLMs excel in nu-
merous domains, they have significant limitations
in expert domains, particularly VTHM. This un-
locks the opportunity for researchers to investigate
new approaches that mix modern technologies with
traditional wisdom, as demonstrated by ViHerbQA.

5 Conclusion

This work presents ViHerbQA, the first question-
answering system for VTHM. The absence of
VTHM-specific QA datasets is addressed by us-
ing various state-of-the-art LLMs to build a dataset
with 208,203 question-answer pairs that are then
carefully evaluated using numerous appropriate
language evaluation metrics. With its foundation on
sturdy ViT5 architecture, we have constructed the
ViHerbQA model in two stages, and it performs
better than any other model in terms of answer-
ing questions about VTHM. Such findings indicate
that ViHerbQA outperforms competitive baselines

consisting of state-of-the-art LLMs and existing
Vietnamese transformer models, which further em-
phasize the importance of domain knowledge cou-
pled with fine-tuning for more precise applications
within this field. This research contributes valuable
resources for the VTHM community and motivates
studies combining traditional medicine and modern
artificial intelligence.

6 Future work

We will use explainable Al techniques for the Vi-
HerbQA model in the future. These include making
visible attention and determining which features
are essential to interpreting the model’s responses.
Consequently, trust levels in this system may in-
crease, and more understanding about information
in VTHM may be offered. In this way, we hope to
see big strides in Al-assisted traditional medicine
for a more informed application of VTHM into
contemporary healthcare systems.

We will also integrate the DPO technique for fur-
ther enhancement of ViHerbQA in line with users’
preferences. It enables us to adjust the system so
that it can produce responses that are more rele-



vant, informative, and culturally sensitive within
the domain of VTHM through direct optimization
of the model parameters using human feedback.
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11.

12.

13.

14.

15.

16.
17.

18.

19.
20.

. Actiso 1am thé nao gitp bao vé gan va giai doc gan? Co ché hoat dong ctia n6 1a gi?

Thanh phan héa hoc chinh ctia Actiso bao gdm nhiing gi va 1am thé nao cc thanh phan nay
anh hudng dén siic khde ctia gan va co thé?

. Téc dung 10i tiéu va 10i mat clia Actiso dudc thé hién nhu thé nao trong viéc diéu tri bénh phu,

thip khdp va cac van dé lién quan dén gan?

Cich st dung va liéu dung Actiso nhu thé nao d€ dat hiéu qua t6t nhat trong diéu tri va bao vé
suc khoe?

. C6 nhiing nghién ciiu nao di ching minh vé tic dung ctia Actiso trong viéc bao vé gan, hd trg

tiéu hda, va ngan ngtia cac bénh ly khiac khong?

Liéu Actiso c6 thé dudc st dung trong viéc hd trg diéu tri ung thu va gidm nguy co mac bénh
khong? Co ché hoat dong ctia n6 1a gi?

. Trong y hoc ¢6 truyén, c6 nhiing 15i khuyén cu thé nao vé cach st dung va két hop Actiso véi

céc loai thuc pham khéc d€ tdi uu héa tac dung ctia n6?

. C6 nhiing tic dung phu nao c6 thé xay ra khi sit dung Actiso trong diéu tri dai han? Lam thé

nao dé d6i phoé véi nhiing tac dung nay?

Actiso c6 dnh hudng dén stic khde xuong va tim mach nhu thé nao? C6 céch nao dé ting
cuong hiéu qua cia viéc st dung Actiso trong viéc bao vé hé xuong va tim mach khong?

Trong trudng hop can thiét, liéu c6 nhiing bién phap thay thé nao c6 thé st dung dé thay thé
hodc bd sung cho viéc st dung Actiso?

C6 nhiing bién phdp nao can dudc thuc hién d&€ ddm bao an toan va hiéu qua khi st dung
Actiso, dic biét 12 khi két hop véi céc loai thude khac?

C6 nhitng nghién cifu nao vé tuong tac gitta Actiso va céc loai thudc hoic thuc phdm khac ma
chiing ta nén biét?

Actiso c6 thé anh hudng dén qu4 trinh tiéu héa hay hip thu chit dinh dudng khong? Néu co,
thi lam thé nao?

Trong truong hop st dung Actiso dé gidm can, liéu c6 nhiing bién phép diéu chinh ché d6 in
udng va 16i sdng can thiét d€ dat hiéu qua tét nhit khong?

C6 nén st dung Actiso trong trudng hop tu diéu tri cac van dé siic khde nhe ma khong tham
khéo y kién ctia chuyén gia y t& khong?

Lam thé nao d€ dam bo tuan thii ding lidu lugng va cach st dung khi st dung Actiso?
Actiso c6 thé giy ra tinh trang phu thudc hay nghién néu st dung kéo dai khong?

C6 nhiing han ché hay rii ro gi khi st dung Actiso, dic biét 1 trong nhém ngudi dé bi anh
hudng nhu tré em, phu nit mang thai hodc cho con bu, ngudi gia, va ngudi mac cac bénh man
tinh?

Liéu c6 nhiing tac dong phu nao c6 thé xuat hién khi st dung Actiso trong diéu tri dai han?

Trong y hoc ¢ truyén, liéu c6 nhitng 15i khuyén nao vé cach lua chon, thu hdi va bdo quan
Actiso d€ ddm béo hiéu qué va an toan?

Figure 3: Sample output for the Question Generation step with the Entire Content input.




1. How does Artichoke help protect the liver and detoxify it? What is its mechanism of action?

2. What are the main chemical components of Artichoke, and how do these components affect
liver health and overall health?

3. How are the diuretic and choleretic effects of Artichoke manifested in the treatment of edema,
rheumatism, and liver-related issues?

4. How should Artichoke be used, and what is the recommended dosage to achieve the best
results in treatment and health protection?

5. Are there any studies that have proven the effects of Artichoke in protecting the liver, aiding
digestion, and preventing other diseases?

6. Can Artichoke be used to support cancer treatment and reduce the risk of disease? What is its
mechanism of action?

7. In traditional medicine, are there specific recommendations on how to use and combine
Artichoke with other foods to optimize its effects?

8. What side effects might occur when using Artichoke for long-term treatment? How can these
side effects be managed?

9. How does Artichoke affect bone and cardiovascular health? Is there a way to enhance the
effectiveness of using Artichoke in protecting the skeletal and cardiovascular systems?

10. In necessary cases, are there any alternative measures that can be used to replace or supple-
ment the use of Artichoke?

11. What measures should be taken to ensure safety and effectiveness when using Artichoke,
especially when combined with other medications?

12. Are there any studies on the interactions between Artichoke and other drugs or foods that we
should be aware of?

13. Can Artichoke affect the digestion or absorption of nutrients? If so, how?

14. In the case of using Artichoke for weight loss, are there necessary dietary and lifestyle
adjustments to achieve the best results?

15. Is it advisable to use Artichoke for self-treatment of minor health issues without consulting a
healthcare professional?

16. How can one ensure proper adherence to dosage and usage instructions when using Artichoke?
17. Can prolonged use of Artichoke lead to dependence or addiction?

18. What limitations or risks are associated with using Artichoke, especially in vulnerable groups
such as children, pregnant or breastfeeding women, the elderly, and those with chronic
conditions?

19. Are there any potential side effects that may appear with long-term use of Artichoke in
treatment?

20. In traditional medicine, are there any recommendations on how to select, harvest, and preserve
Artichoke to ensure effectiveness and safety?

Figure 4: Sample output for the Question Generation step with the Entire Content input (translated to English).




1. Toi mubn héi vé phuong phap truyén thng ding dudgc liéu dé diéu tri bénh s& miii va say ning,
ban c6 thé chia sé thong tin vé diéu nay khong? (I would like to ask about traditional methods
using herbal remedies to treat a runny nose and heatstroke. Can you share information about
this?)

2. C6 bai thudc dan gian nao dudc st dung trong y hoc c6 truyén dé chita bénh ho, s6t va sung
amidan khong? (Are there any folk remedies used in traditional medicine to treat coughs,
fever, and swollen tonsils?)

3. Xin bdc si tu van vé viéc st dung dudc liéu tir cdy Buém bac dé diéu tri viém than, phu va
gitip 1di tiéu. (Please advise on the use of herbal remedies from the Butterfly Pea plant to
treat nephritis, edema, and aid diuresis.)

4. Téi dang quan tAm dén bai thudc truyén thong danh cho bénh khi hu bach déi, ban c6 thé
chia sé thong tin chi tiét vé cach st dung khong? (I am interested in traditional remedies for
treating leukorrhea (abnormal vaginal discharge). Could you provide detailed information on
how to use them?)

5. Béc si c6 thé gidi thidu vé cach st dung dudc lidu tir 14 cdy Mud6p va 14 cdy Buém bac dé chita
16 1oét da khong? (Could you introduce how to use herbal remedies from Luffa leaves and
Butterfly Pea leaves to treat skin ulcers?)

Figure 5: Sample output for the Question Generation step with the Herbal Prescriptions Content input.




Ban hiy déng vai tro 12 mot chuyén gia y hoc ¢6 truyén Viét Nam, am hiéu sau rong vé cic loai
dudc liéu. Ban dugc cung cép mot van ban khoa hoc vé dudgc liéu {duoc_lieu} v6i danh muc chi
tiét. Nhiém vu ctia ban 1a doc k§ vin ban va tr 16i cdc cAu hdi dua trén thong tin dudc cung cap.
Pau vao:

¢ DANH MUC: Danh muc cta vin ban khoa hoc, mdi muc trén mot dong.

« CONTEXT: Noi dung chinh ctia viin ban khoa hoc vé dudc liéu.

« Cau héi: Danh sich cic cau héi lién quan dén dugc liéu, mdi cau héi trén mot dong.
Yéu cau:

* Tra 16i toan bd cac cau hoéi chi dua trén thong tin tir context.

* Dién giai cau tra 15i tif géc nhin ctia chuyén gia y hoc ¢d truyén khi phut hop.

St dung thut ngit y hoc ¢ truyén Viét Nam khi can thiét.

Trich dn chinh x4c phén context lién quan dén cau tra 13i.

Néu khong c6 di thong tin d€ tra 16, hiy ghi: “DEé c6 dudc thong tin chinh x4c, vui 1ong lién
hé véi bac si chuyén moén.”

* Dinh dang dau ra: JSON, bao gdm mét danh sach cac ti dién. Mdi tir dién gdm ba phan ti:

— question: Cau hoi diu vao da dugc chuin héa (loai bd ky tu thita, xuéng dong).
— answer: CAu tra 15i ddy dd va chinh xic.
— knowledge: Tiéu dé ctia muc trong {danh_muc} dudc st dung dé tra 15i cau hoi.

Vi du:

[
{ . )
“question”: “Thanh phan héa hoc ciia Actiso chita nhitng hgp chat nao quan trong?”,
“answer”: “Actiso chita cAc hgp chat quan trong nhu axit caffeic, flavonoid, lacton sesquiterpene,
— anthocyan”,
“knowledge™ “2. Thanh phan héa hoc chita trong Actiso' '

)

{
*~question™: “Actiso c6 tac dung gi déi véi gan?”,

“answer”: “Actiso gitip ting cudng chitc nang gan nhu lam tang bai tiét dich mat va gidm nong do cac
< doc t6”,

“knowledge”: “3. Cong dung ctia Actiso''

]

DANH MUC

{danh_muc}

CONTEXT:

{context}

Cau hoi

{list_of _questions}

Hay tra 15i cdc cau hai trén theo dinh dang JSON da yéu cau.

Figure 6: Prompt template for the Answer Generation step.




You will play the role of a traditional Vietnamese medicine expert with deep knowledge of various
medicinal herbs. You are provided with a scientific document about the medicinal herb {herb}
with a detailed list. Your task is to carefully read the document and answer questions based on the

provided information.
Input:
o LIST: The list of the scientific document, each item on a new line.

* CONTEXT: The main content of the scientific document about the medicinal herb.

* Questions: A list of questions related to the medicinal herb, each question on a new line.

Requirements:
» Answer all questions based only on the information from the context.

* Explain the answers from the perspective of a traditional medicine expert when appropriate.
* Use Vietnamese traditional medicine terminology when necessary.

* Accurately cite the relevant part of the context in the answer.

o [fthere is insufficient information to answer, write: “For accurate information, please consult

a specialist.”
* Qutput format: JSON, including a list of dictionaries. Each dictionary contains three elements:

— question: The standardized input question (removing extraneous characters, line breaks).

— answer: The full and accurate answer.
— knowledge: The title of the section in {list} used to answer the question.

Example:

[

“question”: “What important compounds are contained in the chemical composition of Artichoke?”,
“answer”: “Artichoke contains important compounds such as caffeic acid, flavonoids, sesquiterpene

— lactones, anthocyanins”,
“knowledge”™: “2. The chemical composition contained in Artichoke.”

b

L . .

“question”: “What are the effects of Artichoke on the liver?”,

“answer”: “Artichoke helps enhance liver function, such as increasing bile secretion and reducing toxin

< levels”,
“knowledge”: “3. Uses of Artichoke”

]

MENU

{menu}

CONTEXT:

{context}

Questions

{list_of _questions}

Please answer the questions in the required JSON format.

Figure 7: Prompt template for the Answer Generation step (translated to English).



{

“question”: “Actiso lam thé nao gitp béo vé gan va giai doc gan? Co ché hoat dong ciia né 1a gi?”,
“answer”: “Actiso chita cynarin va axit caffeoylquinic, 14 nhitng chit chéng oxy hoéa cé thé bao
< vé gan. Ching gitp lam gidm ndng do cac doc tb c6 hai cho gan va c6 thé gitip sita chita

<+ céc té bao gan bi tén thuong.”,

“knowledge™: “5. Cac nghién cttu vé tac dung ctia Actiso”

“question”: “Thanh phan héa hoc chinh cfia Actiso bao gdom nhitng gi va lam thé nao cac thanh

< phan nay anh hudng dén stic khde ciia gan va co thé?”,
“answer”: “Actiso chita cic hgp chat nhu dan xuat axit caffeic, flavonoid, lacton sesquiterpene,

anthocyan, va tannin. Nhitng hop chéat nay c6 tac dung dugc Iy quan trong, hd trg chiic

as
<+ ning gan va stc khoe tong thé.”,

“knowledge”™ “2. Thanh phan héa hoc chita trong Actiso”

“question”: “Té4c dung 1¢i tiéu va lgi mat ciia Actiso duge thé hién nhu thé nao trong viec diéu

< tri bénh ph,, thip khép va cac van dé lien quan dén gan?”,
“answer”: “Actiso c6 tac dung loi tiéu, gitp thong tiéu tién va thong mat, tit d6 hd trg diéu tri

< bénh phi, thap khép, va cic bénh yéu gan than.”,
“knowledge™ “3. Cong dung ctua Actiso”

“question”: “Cach stt dung v lidu diing Actiso nhut thé nao dé dat hidu qua tét nhat trong diéu

— tri va béo vé stc khée?”,
“answer”: “Actiso c6 thé diing 14 tuci hozc kho, thudce sic tit 5-10% hozic 2-10g 14 kho/ngay. C6
<+ thé ché thanh cao mém hay 16ng dé st dung dudi dang giot, mdi lan 10-40 giot.”,

“knowledge™ “4. Cach dung va liéu dung Actiso”
“question”: “Cé nhitng nghién ctu ndo da ching minh vé tac dung ctia Actiso trong viéc bao vé

— gan, hd trg tieu héa, va ngin ngita cac bénh ly khac khong?”,
“answer”: “Nhiéu nghién citu da chitng minh Actiso gitp béo vé gan, ting bai tiét dich mat, hd

— trg tiéu hoéa va ngan ngtta cac bénh 1y nhu tim mach va ung thu.”,
“knowledge™ “5. Cac nghién cttu vé tac dung clia Actiso”

“question”: “Liéu Actiso c¢6 thé dugc s dung trong viéc hd trg diéu tri ung thu va giam nguy co

< miéc bénh khong? Co ché hoat dong clia n6 1a gi?”,
“answer”: “Actiso chita cac chat chéng oxy héa c6 thé gitp ngin ngita tén thuong té bao va bién

< d6i gene din dén ung thu, do dé c6 thé gidm nguy co méic bénh.”,
“knowledge™: “5. Cac nghién cttu vé tac dung ctia Actiso”

“question”: “Trong y hoc ¢d truyén, cé nhiing 151 khuyén cu thé nao vé cach st dung va két hgp

<5  Actiso v6i cac loai thuc phadm khac dé t6i uu héa tac dung ciia né?”,
“answer”: “Dé t61 uu hoa tac dung clia Actiso, nén két hgp véi ché d6 &n udng can bing, lanh

< manh va c6 thé st dung cuing vdi cac loai thuc pham gidu chit xo dé hd trg tieu hoéa.”,

“knowledge”: “3. Cong dung cia Actiso”

{
“question”: “C6 nhitng tic dung phu nao cé thé xdy ra khi st dung Actiso trong diéu tri dai

< han? Lam thé nao dé d6i phé véi nhiing tac dung nay?”,
“answer”: “Actiso khong gay doc, nhung néu c6 tac dung phuy, can theo ddi sttc khée va tham

< khao ¥ kién bac si dé diéu chinh liéu diing hodc ngiing st dung.”,

“knowledge”™: “4. Cach dung va liéu dung Actiso”

Figure 8: Sample output of the Answer Generation step for the Entire Content .



“question”: “How does Artichoke help protect the liver and detoxify it? What is its mechanism

of action?”,

N
“answer”: “Artichoke contains cynarin and caffeoylquinic acid, which are antioxidants that can
— protect the liver. They help reduce levels of harmful toxins in the liver and may assist in

— repairing damaged liver cells.”,
“knowledge™: “5. Studies on the effects of Artichoke.”

——

9
“question”: “What are the main chemical components of Artichoke, and how do these

components affect liver health and overall health?”,
“answer”: “Artichoke contains compounds such as caffeic acid derivatives, flavonoids,

.
sesquiterpene lactones, anthocyanins, and tannins. These compounds have important

s
— pharmacological effects, supporting liver function and overall health.”,

“knowledge”: “2. The chemical composition contained in Artichoke.”

———

“question”: “How are the diuretic and choleretic effects of Artichoke manifested in the treatment
— of edema, rheumatism, and liver-related issues?”,
“answer”: “Artichoke has diuretic effects, helping with urination and bile secretion, thereby

< supporting the treatment of edema, rheumatism, and weak liver and kidney diseases.”,

“knowledge”: “3. Uses of Artichoke”
b

“question”: “How should Artichoke be used, and what is the recommended dosage to achieve the

< best results in treatment and health protection?”,
“answer”: “Artichoke can be used fresh or dried, decocted at 5-10%, or 2-10g of dried leaves per
— day. It can be prepared as a soft or liquid extract and used in drops, 10-40 drops per dose.”,

“knowledge™: “4. How to use and dosage of Artichoke”

—

9
“question”: “Are there any studies that have proven the effects of Artichoke in protecting the

liver, aiding digestion, and preventing other diseases?”,
“answer”: “Many studies have proven that Artichoke helps protect the liver, increase bile

e
secretion, aid digestion, and prevent diseases such as cardiovascular disease and cancer.”,

-
“knowledge”: “5. Studies on the effects of Artichoke”

3
{
“question”: “Can Artichoke be used to support cancer treatment and reduce the risk of disease?

<  What is its mechanism of action?”,
“answer”: “Artichoke contains antioxidants that may help prevent cell damage and genetic
— mutations leading to cancer, thereby potentially reducing the risk of disease.”,

“knowledge”: “5. Studies on the effects of Artichoke”

e
{
“question”: “In traditional medicine, are there specific recommendations on how to use and
— combine Artichoke with other foods to optimize its effects?”,
“answer”: “To optimize the effects of Artichoke, it should be combined with a balanced, healthy
< diet and can be used alongside fiber-rich foods to support digestion.”,

“knowledge”: “3. Uses of Artichoke”
b
{
“question”: “What side effects might occur when using Artichoke for long-term treatment? How
— can these side effects be managed?”,
“answer”: “Artichoke is non-toxic, but if side effects occur, monitor health and consult a doctor

— to adjust the dosage or discontinue use.”,
“knowledge”: “4. How to use and dosage of Artichoke”

Figure 9: Sample output of the Answer Generation step for the Entire Content (translated to English).



—

—

———

“question”: “To6i mudn héi vé phuong phéap truyén théng dung duge lieu dé diéu tri benh sé mii
va say nang, ban cé thé chia sé thong tin vé didu nay khong?” (“I would like to ask about
— traditional methods using medicinal herbs to treat a runny nose and heatstroke; can you

— share information about this?”),

“answer”: “Dé diéu tri benh sd mii va say ning, ban c6 thé sit dung 12g than cay Budm bac, 3g
< Bac ha, v& 10g 1a Ngii trdo. Rita sach va dé rdo nudc, sau d6 dun soi ciing véi nude dé

< dung thay thé cho nudc tra hing ngay.” (“To treat a runny nose and heatstroke, you can
— use 12g of Butterfly tree stem, 3g of Mint, and 10g of Vitex leaves. Clean and drain, then
—  boil with water to use as a daily tea substitute.”),

“knowledge”: “4. Mot sb bai thudc kinh nghiem” (“4. Some empirical remedies”)

—

“question”: “C6 bai thubc dan gian ndo dudc sit dung trong y hoc ¢b truyén dé chita bénh ho, sbt
— va sung amidan khong?” (“Is there a folk remedy used in traditional medicine to treat

— cough, fever, and tonsillitis?”),

“answer”: “C6, dé chita benh ho, sét va sung amidan, ban c6 thé sit dung 30g ré cay Buém bac,
<, 10g ré Bo may va 20g Huyén sam. Rita sach céc vi thubc, sau dé sic véi mot lugng nude
< phu hgp va st dung.” (“Yes, to treat cough, fever, and tonsillitis, you can use 30g of

<+ Butterfly tree root, 10g of My root, and 20g of Scrophularia root. Clean the herbs, then
— decoct with an appropriate amount of water and use.”),

“knowledge”: “4. Mot s6 bai thudc kinh nghiem” (“4. Some empirical remedies”)

“question”: “Xin bac si tu van vé viec sit dung dugc ligu tit cay Buém bac dé diéu tri viem than,
< phii va gitp 1¢i tiu.” (“Please advise on using medicinal herbs from the Butterfly tree to
— treat nephritis, edema, and help with diuresis.”),

“answer”: “Dé diéu tri viem than, phu va gitp lgi tiéu, ban c6 thé st dung 30g than Budém bac
< két hgp vdi 60g Kim ngan hoa va 30g Ma dé, sic nudc uéng.” (“To treat nephritis, edema,
< and help with diuresis, you can use 30g of Butterfly tree stem combined with 60g of

— Honeysuckle flower and 30g of Plantain, and decoct for drinking.”),

“knowledge”: “4. Mot s6 bai thudc kinh nghiem” (“4. Some empirical remedies”)

“question”: “Toi dang quan tam dén bai thudc truyén théng danh cho bénh khi hu bach déi, ban
c6 thé chia sé thong tin chi tiét vé cach sit dung khong?” (“I am interested in a traditional
— remedy for leucorrhea, can you share detailed information on how to use it?”),

“answer”: “Dé chita benh khi hu bach déi, ban can 10 dén 20g ré Buém bac. Rita sach, sic k§ véi
— nudc loc mot lugng phit hop va stt dung mdi ngay.” (“To treat leucorrhea, you need 10 to
— 20g of Butterfly tree root. Clean it thoroughly, decoct with a suitable amount of filtered

— water, and use daily.”),
“knowledge”: “4. Mot s6 bai thudc kinh nghiem” (“4. Some empirical remedies”)

—

“question”: “Bac si c6 thé gidi thidu vé cach st dung duge licu tit 14 cay Mudp va 14 cay Buém
< bac dé chita 1& loét da khong?” (“Can you introduce how to use medicinal herbs from

— Loofah leaves and Butterfly tree leaves to treat skin ulcers?”),
“answer”: “Dé chita 13 loét da, ban can ding 14 cay Mudp tuci va 14 cay Budm bac tuci véi lidu
lugng bang nhau. Rita sach, dé réo roi gia nat ra ddp ba vao cac viing 16 loét da, cb dinh

as
— lai va sau d6 rita lai v6i nuée sach.” (“To treat skin ulcers, you need fresh Loofah leaves
— and fresh Butterfly tree leaves in equal amounts. Clean them, drain, then crush and apply
— the paste to the ulcerated areas, secure it, and then wash with clean water.”),

“knowledge”™ “4. Mot s6 bai thudc kinh nghiém” (“4. Some empirical remedies”)

Figure 10: Sample output of the Answer Generation step for the Herbal Prescriptions Content.
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