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Abstract

Content Warning: This paper presents textual
examples that may be offensive or upsetting.

Negative public perceptions of people living in
poverty can hamper policies and programs that
aim to help the poor. One prominent example
of social bias and discrimination against people
in need is the persistent association of poverty
with criminality. The phenomenon has two
facets: first, the belief that poor people are more
likely to engage in crime (e.g., stealing, mug-
ging, violence) and second, the view that cer-
tain behaviors directly resulting from poverty
(e.g., living outside, panhandling) warrant crim-
inal punishment. In this paper, we use large
language models (LLMs) to identify examples
of crime–poverty association (CPA) in English
social media texts. We analyze the online dis-
course on CPA across eight geographically-
diverse countries, and find evidence that the
CPA rates are higher within the sample ob-
tained from the U.S. and Canada, as compared
to the other countries such as South Africa, de-
spite the latter having higher poverty, criminal-
ity, and inequality indexes. We further uncover
and analyze the most common themes in CPA
posts and find more negative and biased atti-
tudes toward people living in poverty in posts
from the U.S. and Canada. These results could
partially be explained by cultural factors related
to the tendency to overestimate the equality of
opportunities and social mobility in the U.S.
and Canada. These findings have consequences
for policy-making and open a new path of re-
search for poverty mitigation with the focus not
only on the redistribution of wealth but also
on the mitigation of bias and discrimination
against people in need.

1 Introduction

Computational methods provide new insights that
can trigger innovative interventions towards the
UN Sustainable Development Goals (SDGs) (Vin-
uesa et al., 2020). The “end of poverty in all its

forms everywhere” is the #1 UN SDG and con-
stitutes an urgent call for action. However, there
are still 685M people living in extreme poverty
worldwide (The World Bank, 2023), and COVID-
19 has particularly affected the poorest: the num-
ber of people living in extreme poverty rose by
11% in 2020 (The World Bank, 2022). Poverty af-
fects not only the population in developing regions
but also a significant percentage of those living in
thriving economies (Creamer et al., 2022; Eurostat,
2022): in the United States, 11.6% of the popula-
tion (37.9M people) are in a situation of poverty
(Creamer et al., 2022), and within the EU-27, there
are 95.3M people (22% of the population) at risk of
poverty (Eurostat, 2022). In this context, innovative
measures are required to work towards poverty mit-
igation across the globe. Traditional policies based
on the redistribution of wealth may not be enough,
as evidenced by a deceleration in the poverty re-
duction rates in the last decades (Claudia et al.,
2018). Interdisciplinary research, incorporating AI-
enabled tools into these efforts, offers perspectives
previously unavailable with traditional quantitative
and qualitative approaches.

Prejudice against people with low socio-
economic status can hinder poverty reduction ef-
forts (Arneson, 1997; Everatt, 2009). When the
poor are believed to be responsible for their situa-
tion and, therefore, unworthy of help (“undeserving
poor”), it is difficult for policy makers to approve
and implement poverty reduction policies (Nunn
and Biressi, 2009). Therefore, the blameworthi-
ness of the poor could have an impact on the actual
poverty levels. However, aporophobia—a social
bias of rejection and contempt for the poor and the
associated institutional discrimination of the group
(Cortina, 2022)—has only recently become a topic
of research, with initial studies providing empirical
evidence of this phenomenon (Curto et al., 2022).

An important facet of aporophobia is a frequent
association of poverty with criminality in society
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(Kiritchenko et al., 2023). It can be seen (1) in pub-
lic opinion as individuals’ beliefs and stereotypes
(we refer to this as crime–poverty bias), and (2)
in discriminatory actions at an institutional level
(we refer to it as institutional criminalization of
the poor). In the first instance, homeless people
are stereotyped as threatening, violent, not want-
ing to work, and mentally ill (Faragó et al., 2022),
and poor people, as a group, are believed to be
frequently involved in criminal activities, such as
theft and illegal drug dealing. In turn, the criminal
offenses devised for sleeping rough in many cities
of the so-called developed countries are an exam-
ple of the institutional criminalization of the poor
(Barcelona City Council, 2005). Other examples
include probation and even incarceration for people
who cannot afford to pay minor fines (Geraghty,
2015; Terradillos Basoco, 2020).

The study of the crime–poverty association
(CPA) needs to be rooted in cognitive science and
the philosophy of discrimination. Allport (1954)
explains that human beings interpret information
by classifying it into categories based on their pre-
vious experience. This process is at the origin of
prejudices, which have been described as overgen-
eralized and, therefore, misleading beliefs that re-
sult in systematic and predictable errors in decision
making based on available heuristics (Kahneman,
2011). Prejudices can lead to social bias reflected
in derogatory speech (Ely, 1980; Greenwald et al.,
2003), and even to discrimination through unfair ac-
tions towards members of a group (Allport, 1954).

In this paper, we use NLP techniques to an-
alyze the prevalence of social media discourse
around CPA in eight geographically-diverse coun-
tries where English is an official or majority lan-
guage. Despite the fact that social networks are not
representative of the whole population, they do act
as a partial mirror that allow researchers to mea-
sure and track societal biases and discriminatory
behaviors that might be hard to detect by traditional
quantitative analyses, such as surveys. We employ
pre-trained large language models (LLMs) to clas-
sify 500K social media posts in English from the se-
lected countries, identifying statements discussing
CPA. We further conduct a topic-modelling analy-
sis to examine the content of the retrieved posts and
determine which aspects of CPA are more salient
in different regions. Finally, we contextualize our
findings by comparing them with published indi-
cators of poverty, criminality, and inequality in
each of the countries in our study. The preliminary

results offered in this article inform about the dif-
ferences in the social discourse around CPA within
the countries in scope and open lines of research
towards the mitigation of poverty by acting on bi-
ases and discriminatory actions that affect people
in need.

2 Related Work

We briefly review some of the related social sci-
ence research on the correlation between crime and
poverty, as well as computational work on detect-
ing and responding to social biases.

2.1 Correlation between Poverty and
Criminality

Previous research provides evidence of the corre-
lation between poverty and criminality (Looney
and Turner, 2018; Becker, 1968). For example,
economists have examined the correlation between
poverty and property crimes, assessing the cost-
benefit analysis (Freeman, 1999; Wu and Wu, 2012;
Costantini et al., 2018). Research in criminol-
ogy also correlates poverty and violent crimes, ex-
plained by the strain generated by individuals’ fail-
ure to achieve socially valued objectives (Agnew,
1992, 2001). Within the context of the U.S., stud-
ies found that children who grew up in families in
the bottom 10% of the income distribution are 20
times more likely to go to prison in their early 30s
than children born in top-decile families. Further,
one in ten boys born to families with the lowest
income decile are in prison at age 30, and they ac-
count for 27% of prisoners of that age (Looney and
Turner, 2018). Similarly, other multidimensional
factors associated with poverty, such as social de-
terminants of health and education, appear to have
an impact on incarceration (Miller, 2013; Hinton,
2017). In turn, the mark of a criminal record gen-
erates impediments for employment (Pager, 2003;
Mueller-Smith, 2015), which constitutes a vicious
circle to get out of poverty. Despite the fact that
poverty and criminality are correlated, the strength
of the correlation can be greatly over-estimated in
public opinion, leading to bias and discrimination
against people in need. In this paper, we examine
online discussions on crime–poverty association
(in the form of bias and discrimination) and ex-
plore socio-economic factors as well as cultural
differences that might affect the prevalence of CPA
discussions in certain regions of the world.

It must be highlighted that the existing corre-
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lation between poverty and criminality does not
justify accepting stereotypes and acts of discrim-
ination that associate people in need, as a group,
with crime. As is the case with gender discrimi-
nation, racism or xenophobia, this type of shared
generalization exacerbates underlying social biases
and generates a vicious circle for vulnerable so-
cial groups. Further, generalizations that associate
people in poverty and crime are detrimental to the
dignity of the persons affected, and thwart the ef-
forts towards poverty reduction. Bearing in mind
the urgency to alleviate poverty, this type of bias
and discrimination needs to be identified, tracked
and mitigated.

2.2 Addressing Social Bias with NLP

A significant research effort in NLP has been ded-
icated to identification and mitigation of social
bias in human-written text, particularly in social
media. This includes works on stereotype detec-
tion (Fokkens et al., 2018; Marzouki et al., 2020;
Charlesworth et al., 2021; Fraser et al., 2022) and
identifying and countering hate speech and toxic
language (Schmidt and Wiegand, 2017; Fortuna
and Nunes, 2018; Vidgen et al., 2019; Tekiroğlu
et al., 2020; Kiritchenko et al., 2021; Zhu and Bhat,
2021; Ashida and Komachi, 2022). However, previ-
ous work mostly focused on identifying sub-types
of harmful language that target specific groups,
such as sexism (Istaiteh et al., 2020; Chiril et al.,
2020; Samory et al., 2021), racism (Istaiteh et al.,
2020; Waseem, 2016; Davidson et al., 2017), and
anti-immigrant hoaxes (Bourgeade et al., 2023).

Only a handful of studies have investigated bias
based on socio-economic status. Curto et al. (2022)
provided evidence of bias against poor people in
word embeddings, built on Google News, Twit-
ter, and Wikipedia corpora. Perez Almendros
et al. (2020) collected and annotated a dataset with
patronizing and condescending language that in-
cluded homeless and poor people among the se-
lected target groups. Kiritchenko et al. (2023) ar-
gued that existing toxic language detection models
and datasets are inadequate to effectively identify
bias against people with low socio-economic status.
We continue and extend this line of work to ana-
lyze the social media discourse on social bias and
institutional criminalization of the poor in different
regions of the world.

3 Data and Methods

In this project, we aim to analyze and compare the
social media discourse on CPA, expressed both in
the form of bias and institutional criminalization
of the poor, in various regions of the world. We
choose Twitter as our data source, now called X,1

which provides a rich stream of everyday conversa-
tions of ordinary people on a variety of topics. We
start by collecting a large set of tweets in English re-
ferring to poor people, written by users from eight
geographically-diverse countries (Section 3.1).

Next, we automatically retrieve tweet sentences
that refer to an association between criminality and
poverty. We approach this task as binary text classi-
fication with two categories: ‘text refers to a crime–
poverty association’ (or ‘CPA’) and ‘no reference to
a crime–poverty association’ (or ‘not CPA’). This
task has not been extensively studied in NLP, and
there are no annotated data available. Thus, we
turn to pre-trained large language models as zero-
shot or few-shot text classifiers (Wang et al., 2023).
While text classifiers, in general, benefit from fine-
tuning on task-specific labelled datasets, LLMs
have shown to be effective classifiers in scenarios
with limited resources (Chae and Davidson, 2023).
This is specifically relevant to our study, where we
analyze various aspects of CPA in social media
discourse across different countries at an aggre-
gate level, and individual labels assigned by LLMs
are not critical. For model selection and valida-
tion, we collect and manually label a small test set
(described in Section 3.2), on which we evaluate
the performance of several state-of-the-art LLMs,
listed in Section 3.3.

After identifying the best performing LLM on
the test set, we prompt it to automatically catego-
rize the full set of tweet sentences into the ‘CPA’
and ‘not CPA’ categories. Using this approach, we
compute and compare the percentages of tweets
about poor people that refer to an association be-
tween criminality and poverty, in the eight coun-
tries. We further examine the CPA posts to dis-
cover and analyze common themes on the issues
of criminality and poverty around the world us-
ing unsupervised topic modeling (Section 3.4). To
contextualize our findings, we compare them with
the published statistics on various economic and
criminality indicators in the studied countries, and

1Since the platform was called Twitter when we collected
the data, we use that name throughout. Note that we collected
the data prior to the introduction of the paywall.
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speculate on possible reasons for the observed dis-
crepancies in the Discussion (Section 5). In the
following, we describe the dataset and methodol-
ogy in detail.

3.1 Twitter Corpus
We use the Twitter Research API to collect English
tweets pertaining to poor people from 25 August
2022 to 23 November 2022. We first collected a
set of query terms from social psychology litera-
ture and augmented this set with synonyms and
related terms. We then collected a one-week sam-
ple of tweets using this set of query terms and
manually examined the retrieved tweets to discard
the terms that resulted in very small numbers of
retrieved tweets or many irrelevant tweets. The
final list of query terms includes: the poor (used as
a noun as opposed to an adjective, as in ‘the poor
performance’), poor people, poor ppl, poor folks,
poor families, homeless, on welfare, welfare recipi-
ents, low-income, underprivileged, disadvantaged,
lower class. The single word poor is not included
as a query term because of its polysemy (it can ap-
ply to people, but can also be used to describe other
things, e.g., ‘poor results’). We exclude explicitly
offensive terms that tend to be used in personal
insults, such as trailer trash or scrounger.

Re-tweets, tweets with more than five hashtags,
and tweets with URLs are excluded. Tweets written
by bots (identified as user accounts with the user or
screen name including the word ‘bot’) are excluded
as well. This filtering step helps remove posts from
commercial accounts. Since tweets can be up to
280 characters and include several sentences, we
split each tweet into individual sentences and keep
only sentences that include at least one of the query
terms. In total, there are over 1.3 million sentences
in the corpus.

We are also interested in the geographical loca-
tions from which tweets originated. Unfortunately,
only about 2% of tweets include the exact geo-
graphical information. Therefore, in addition to the
tweet location (‘place’ field), we rely on user loca-
tion that users voluntarily provide in their Twitter
accounts, which is available for about 60% of posts.
The user location is recorded as a free-form text,
and tweeters are often very creative in describing
their location (e.g., “somewhere on Earth”). We
automatically parse user location descriptions to
extract country information for the most frequently
mentioned countries. In the absence of a coun-
try name, we consider the mentions of U.S. states,

Location # of sentences
United States 326,993
United Kingdom 80,947
Canada 32,978
India 14,029
Nigeria 10,529
Australia 9,698
South Africa 7,729
Kenya 3,378

Total (eight countries) 486,281

Other locations 337,252
No location information 539,365

Total 1,362,898

Table 1: The number of sentences in the tweet corpus
per geographical location.

Canadian provinces, and major cities in the U.S.,
U.K. and Canada, since these are also commonly
used by tweeters. (Major cities from other coun-
tries are rarely used without the country name.)
Table 1 shows the number of sentences in the cor-
pus per geographical location. In the following
analysis, we focus on eight geographically-diverse
countries with English as an official or majority
language, for which the corpus contains at least
1,000 sentences: the United States of America,
the United Kingdom, Canada, India, Nigeria, Aus-
tralia, South Africa, and Kenya. There are, in total,
486,281 sentences written by tweeters from these
eight countries.

3.2 Manually Labeled Evaluation Datasets
To validate and test automatic LLM-based classi-
fiers, we manually annotate a small portion of the
dataset, identifying examples of CPA. We capture
both statements that illustrate ‘crime-poverty bias’
expressed in public opinion and sentences describ-
ing ‘institutional criminalization of the poor’. In
particular, we label as ‘CPA’:

1. ‘Crime-poverty bias’: utterances that state or
refer to the belief that people living in poverty,
as a group, are more likely to be engaged in
illegal activities (e.g., stealing, harassing other
people, selling illegal drugs, etc.);

2. ‘Institutional criminalization of the poor’: ut-
terances that state that poor people are more
likely to face legal consequences due to their
lack of financial resources (e.g., being put
and kept in jail for minor offenses or unpaid
fees/debts, inability to pay bail or hire lawyers,
anti-homelessness laws and actions, etc.).

Both categories characterize CPA and need to be
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Examples of statements illustrating ‘crime-poverty bias’:
Poor people just steal other people’s property rather than get a job, earn money and buy what they need.
Urban inner-city crime has been real since we had cities filled with poor people.
It’s been like this since forever so you can say it is normal for poor people to commit crimes.

Examples of statements illustrating ‘institutional criminalization of the poor’:
Law enforcement and prisons are routinely used against poor people not because of safety, but to protect the wealthy.
Poor people from poor neighborhoods are easy targets for incarceration, police extortion and police murders.
Cities do have bylaws to discard the homeless like trash.

N
ot

C
PA

Examples of statements not expressing an association between poverty and criminality:
Democratic states are overrun with crime, homelessness, drugs, and debt.
They haven’t stopped the crime and do little for the homeless.
The government is stealing from the poor to give to the rich.

Table 2: Example sentences referring to an association of poverty with criminality (top), and examples that are not
labelled as making the association (bottom). All tweet sentences are paraphrased to protect the privacy of the users.

Dataset Total sent. CPA sent. (% of total)

Test ’Random’ 400 12 (3%)
Test ’Crime’ 400 151 (38%)
Development 107 38 (36%)

Total 907 201 (22%)

Table 3: The number of sentences in each manually
labeled test set.

examined side by side. Moreover, each one sup-
ports and reinforces the other. Harmful beliefs and
stereotypes perpetuated in online communications
affect the overall public perception of the group and
build a strong foundation for systemic policies. On
the other hand, disproportional police surveillance
and incarcerations of poor people lead to statistical
evidence supporting the stereotypes.

Note that the CPA category does not only include
utterances that perpetuate the belief of poor people
being criminals or support the laws and policies
discriminating against the poor. In fact, many writ-
ers criticize such beliefs and advocate for stronger
social support and better policies that would em-
power people in poverty and help them overcome
the adversities. Although such posts do not directly
contribute to reinforcing the crime–poverty associ-
ation, we also label such messages with the CPA
category because they are evidence of the existence
of the phenomenon.

We first randomly select 50 sentences originat-
ing from each of the eight countries of interest
(400 sentences in total) and annotate them for CPA.
We call this test set ‘Random’. Only 12 sentences
(3%) in this set are labeled as CPA. To increase the
proportion of CPA messages, we create a second
test set, called ‘Crime’, using the following data
enrichment procedure. We first select sentences

Dataset % agree Cohen’s κ

Test ’Random’ 97.0 0.49
Test ’Crime’ 88.0 0.74
Development 87.9 0.73

Table 4: Inter-annotator agreement on each test set.

from the tweet corpus that include at least one of
the following crime-related words: crime, crimes,
criminal*2, jail*, prison*, arrest*, police, cops,
policing, imprison*, incarcerat*, prosecut*, as-
sault*, harass*, steal, stealing, stolen, stole, theft.
From these sentences, we again randomly select
50 sentences originating from each of the eight
countries of interest (400 sentences in total) and an-
notate them for CPA. In this test set, 151 sentences
(38%) are labeled as CPA. Table 2 shows exam-
ple sentences for both crime–poverty bias in public
opinion and institutional criminalization of the poor
(labeled as CPA), and sentences that mention crime
but are not labelled as CPA since they do not imply
bias or discrimination against the group. For the
latter, in many cases, crime and poverty are both
mentioned as problems that need to be addressed
but are not causally related. In other cases, poor
people are described as the victims, rather than the
perpetrators, of crime.

Finally, a smaller development set was created
in a similar way as the test set ‘Crime’. Table 3
shows the details of the three datasets.

Two authors of this paper annotated the sen-
tences independently, and then all disagreements
were discussed and resolved. Table 4 shows the
inter-annotator agreement on the three evaluation

2The wildcard * indicates any number of alphabetic charac-
ters to cover morphological variants of the word (e.g., criminal,
criminals, criminalization, etc.)
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datasets. The agreement is measured in two ways:
(1) as the percentage of sentences on which the two
annotators agree on the label, and (2) as Cohen’s κ.
Both metrics demonstrate moderate to substantial
levels of agreement.

3.3 Automatic Classification of CPA

After manually annotating 907 sentences in the pre-
vious section, we identified 201 instances of CPA.
Since this is not sufficient to train a classifier to
detect CPA from scratch, we instead investigate
the possibility of using methods not requiring large
amounts of data for training, such as zero- or few-
shot learning with LLMs. We use the small anno-
tated dataset to evaluate and compare the models.

We experiment with two open-source LLMs and
one commercial model:

1. Llama 2 (7B), an open-source model released
by Meta (Touvron et al., 2023)

2. Flan-T5 (XL), an open-source model created
by Google (Chung et al., 2022)

3. ChatGPT (GPT-3.5-turbo-0125), a commer-
cial model produced by OpenAI.

We prompt the LLMs in both zero-shot and few-
shot settings. It has been shown that LLMs’ per-
formance varies significantly with even minor vari-
ations in prompts, and prompts that are optimal
for one model might not perform well for another
model (Voronov et al., 2024). Therefore, we de-
sign zero-shot and few-shot prompts for each of
the models separately. The best prompts for each
model are reported in Appendix A. Temperature
was set to zero for all three LLMs.

3.4 Unsupervised Topic Modeling

Next, we examine the content of CPA posts to dis-
cover the most salient themes in the discussions
on the association between criminality and poverty
in the different regions. We apply unsupervised
topic modeling on all the tweet sentences automati-
cally classified as CPA. Topic modeling is a helpful
tool to quickly analyze semantic content of large
amounts of text. We use BERTopic (Grootendorst,
2022), a flexible state-of-the-art toolkit for unsuper-
vised, semi-supervised, and supervised topic mod-
eling. BERTopic employs a density-based cluster-
ing technique HDBSCAN (Campello et al., 2013),
which identifies dense regions in the text represen-
tation space and leaves texts outside these dense

regions as outliers. These dense regions would
represent the most commonly discussed topics in
tweets associating poor people and criminality.

After a few preliminary experiments, we set
the parameters as follows. Texts are converted
to numerical vectors using sentence transform-
ers3 with the roberta-large-nli-mean-tokens pre-
trained embedding model. We use CountVector-
izer4 as the vectorizer model, remove stopwords
and terms that appear in less than 5% of the sen-
tences (min_df = 0.05), and set the minimum size
of the clusters as min_cluster_size = 100. For
all the other parameters, the default settings of the
BERTopic package are used.

We analyze the most common topics discovered
by BERTopic and compare their prevalence in Twit-
ter discussions in the eight countries in scope.

4 Results

First, we report the results obtained from the auto-
matic LLM-based classification of a large collec-
tion of tweets to identify CPA for the eight coun-
tries in scope (Section 4.1). We analyze these re-
sults in the context of economic and criminality
indicators for each country. Next, we look at the
content of CPA posts and examine common themes
in the Twitter discourse around CPA in different
parts of the world (Section 4.2).

4.1 Crime–Poverty Association in Tweets

We evaluate the performance of the three LLMs
with their respective best zero- and few-shot
prompts on the development and test sets. Ta-
ble 5 reports the results. Among the three tested
LLMs, on all three datasets, the best performance
is achieved by ChatGPT (GPT-3.5-turbo) using a
few-shot prompt. Therefore, we proceed with that
model in the following analysis of CPA in different
regions of the world.

We prompt ChatGPT with the selected few-shot
prompt on all 486,281 sentences of the original
corpus written by users from the eight countries
in scope. In total, 38,034 sentences (8%) were
classified by ChatGPT as CPA. Table 6 shows the
percentages of CPA sentences per country.

The results indicate that tweeters from the
United States and Canada are more likely to re-

3https://github.com/UKPLab/
sentence-transformers

4https://scikit-learn.org/stable/modules/
generated/sklearn.feature_extraction.text.
CountVectorizer.html
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Classification method Dev. set Test set ’Crime’ Test set ’Random’
Acc. Favg FCPA Acc. Favg FCPA Acc. Favg FCPA

Llama 2
zero-shot 0.76 0.75 0.61 0.71 0.70 0.57 0.96 0.96 0.38
few-shot 0.77 0.77 0.71 0.69 0.70 0.61 0.94 0.95 0.40

Flan-T5
zero-shot 0.74 0.74 0.62 0.70 0.71 0.62 0.95 0.96 0.36
few-shot 0.76 0.72 0.50 0.73 0.69 0.49 0.97 0.97 0.44

GPT-3.5-turbo
zero-shot 0.79 0.78 0.63 0.71 0.70 0.57 0.97 0.97 0.40
few-shot 0.83 0.83 0.76 0.77 0.77 0.69 0.97 0.98 0.67

Table 5: Performance of the three LLMs on the evaluation datasets: accuracy (Acc.), support-weighted macro-
averaged F1-score (Favg), and F1-score on the CPA category (FCPA). Highest values in each column are in bold.

fer to and discuss crime–poverty associations in
their posts than users in the other countries. To con-
textualize these findings, Figure 1 presents the per-
centage of sentences labeled as CPA for each of the
eight countries together with their economic and
crime indicators: overall criminality rate, poverty
headcount ratio at $2.5 a day (purchasing power
adjusted prices), inequality indicators (Gini Index
and 10% income share), and unemployment rate.
The results show that the United States and Canada
have the highest CPA, a sign of pervasiveness of
the phenomenon in these countries, despite hav-
ing comparable or even lower poverty, criminality,
inequality and unemployment rates than the other
countries in scope. It is also worth noting that India,
which has a higher poverty headcount and similar
levels of inequality and unemployment rates to the
United States, has the lowest CPA rate, which may
indicate that crime and poverty are seen as less as-
sociated with each other and discussed as separate
negative factors in this society. Also, online posts
from South Africa discuss CPA at a substantially
lower rate than in the U.S. and Canada, despite
South Africa having the highest levels of inequality,
criminality, and unemployment among the coun-
tries included in the study. We discuss factors that
might influence CPA, in addition to socioeconomic
indicators, in Section 5.

4.2 Common Themes in CPA Tweets

To examine the content of Twitter discussions re-
lated to crime–poverty associations, we apply unsu-
pervised topic modeling using BERTopic on the
38,034 sentences labeled by ChatGPT as CPA.
BERTopic extracts 20 topics (ordered by the num-
ber of sentences in a topic), and leaves around 55%
of sentences unclustered. A few topics are grouped
by the targeted subpopulation, e.g., homeless peo-
ple or people on welfare, but semantically represent

a wide mix of themes pertaining to the group. One
such topic to note is Topic 11, which discusses the
prevalence of Black people amongst the econom-
ically disadvantaged, racial discrimination aggra-
vated by aporophobic attitudes, and other topics
on the intersection of race and economic inequal-
ity. However, we exclude such topics from our
current analysis as we aim to focus on themes re-
lating to criminality in general, and not to specific
subgroups.

Of the 20 initial topics, we select ten most in-
terpretable topics that could be mapped to a social
theme.5 Figure 2 shows how often these ten topics
are discussed in each of the eight countries (i.e.,
the shading in cell (i, j) represents the proportion
of tweet sentences from Countryj that are clustered
in Topici).

The topic modeling analysis reveals major differ-
ences in the social media discourse around poverty
in North America as opposed to the other examined
countries. The highest proportions of sentences
from the U.S. and Canada fall in Topics 1, 3, and
4. Topic 1 comprises sentences expressing nega-
tive attitudes towards homeless people, portraying
them as criminals and drug addicts (e.g., “home-
less crime is a huge issue”, “rampant homeless
addicts make it an unsafe place to live”, “filth and
petty crimes from homeless”). Topic 3 includes
sentences on homelessness being illegal (e.g., “if
you’re homeless you are illegal”), and Topic 4 con-
sists of calls for authorities to remove homeless
people from the streets (e.g., “get the homeless,
druggies off the streets”, “clear away homeless en-

5Note that the topic interpretation and mapping to social
themes are done manually by the authors and, therefore, sub-
jective. Not all sentences in a topic discuss the corresponding
theme in the same way, and some topics may contain opposing
views. The manual label assigned to a topic is intended to
represent the interpretation for the majority of sentences in
that topic.
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Figure 1: For the countries in scope, percentage of CPA discussions in tweets related to poor people, poverty
headcount at $2.5 a day (purchasing power adjusted prices), overall criminality rate, indicators of inequality (Gini
index and 10% income share), and unemployment rates. Sources: poverty headcount ratio, Gini index, and 10%
income share rates are as reported by the World Bank (2017 or nearest year); unemployment rates are from the
World Bank (2021); overall criminality rates are from worldpopulationreview.com.

Country % CPA

United States 9.1
Canada 7.6
Kenya 5.4
Australia 5.0
South Africa 4.9
United Kingdom 4.8
Nigeria 4.7
India 2.6

Table 6: Percentage of sentences from each country
classified as CPA by ChatGPT.

campments”). Further, in Topic 7 tweeters from
the U.S. and Canada talk about various incidents
of homeless people involved in violent attacks and
other crimes (e.g., “a person was mugged by a
homeless dude with an axe”). Other countries in-
clude substantially less posts in these topics.

In contrast, Topics 5 and 6 are among the largest
topics for the other countries, especially for Nige-
ria, Kenya, and India. These topics comprise posts
describing the discriminative nature of laws and
policies disproportionately affecting people with
less resources and power (e.g., “laws are made for
the poor”, ’rules only affect the poor”). A signif-
icant number of posts from the U.K. also appear
in Topics 12, 14, and 16, where tweeters criticize
government policies that aggravate the hardship of
living in poverty or punish poor people for being
poor (e.g., “government continues persecution of
the poor”, “a tool with which to mass murder the
poor, and then blame them for it”). Finally, in Topic
9, tweeters from all countries denounce the current
state of social structure where poor and homeless
people are frequently arrested and kept in jails for
minor offenses or no reason at all (e.g., “meanwhile,
poor people guilty or not guilty of less substantial
crimes are going straight to prison”).

5 Discussion

Our results reveal substantial quantitative and the-
matic differences in online discourse related to the
crime–poverty association in the eight studied coun-
tries. The proportion of CPA discussions in Twitter
in the U.S. is almost twice as high as in the other
countries in scope, both in the Global North and
Global South. Furthermore, posts from the U.S.
and Canada more often express bias against poor
people as a group, associating them with different
kinds of crime. There are many posts portraying
homeless people as thieves, muggers, and drug
addicts, and calling for systemic measures to re-
move them from the streets. People receiving wel-
fare support are often described as scammers and
not wanting to work. In contrast, tweeters from
the other countries are more concerned with unfair
laws and regulations that disproportionately affect
the poor and aggravate their hardship.

A potential explanation for these findings could
be found in the narrative shared by the United
States and Canada of being the “lands of oppor-
tunity”, where the rich and the poor are thought to
have equal chances for success (United Nations,
2018). The poor, therefore, would be blamed
and even punished for their inability to get out
of poverty (Desmond, 2023). However, the prin-
ciple of equal opportunity can be considered an
oxymoron since every person is exposed to differ-
ent opportunities in life from the moment of birth
(Sandel, 2020), and the job market for individuals
with low educational qualifications, disability, and
with no assistance to find employment is very lim-
ited. The indicators of social mobility and inequal-
ity support the claim from the United Nations that
the poor in the United States are overwhelmingly
those born into poverty (United Nations, 2018): in-
tergenerational social mobility in the United States
from the bottom to the top income quantile is as
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Figure 2: The proportion of tweet sentences from each country in ten most interpretable topics.

low as 7.8%, below European countries such as
the U.K., France, Italy, or Sweden (Alesina et al.,
2018). In fact, intergenerational mobility has de-
clined substantially over the last 150 years in the
United States (Song et al., 2020) and income in-
equality has been growing since the 1980s (The
World Bank, 2023).

6 Conclusions

This paper presents a quantitative and a thematic
analyses of the prevalence of online discussions
on the association of criminality and poverty in
eight geographically-diverse countries. It provides
evidence that such discussions more frequently oc-
cur within the U.S. and Canada, as compared to the
other countries such as South Africa, despite the lat-
ter having higher poverty, criminality, and inequal-
ity indexes. Moreover, the most prevalent topics in
these discussions in the U.S. and Canada demon-
strate negative attitudes and social bias against peo-
ple in need, for example, portraying homeless peo-
ple as criminals, muggers, and drug addicts. In
contrast, in the other countries in scope, such as
Nigeria, India or Kenya, the most frequently dis-
cussed topics refer to the unfairness of laws that do
not provide support or even discriminate against
the poor. We speculate that these differences can be
partially attributed to the rhetoric of equal opportu-
nities widespread in the U.S. and Canada. The in-
sights obtained from this study shed light towards a
new path of research for poverty mitigation, where

the focus should be not only on the redistribution
of wealth but also on the mitigation of social bias
and discrimination against the poor.

Limitations

This article constitutes a preliminary analysis of
CPA in social media discourse, including both
crime–poverty bias in public opinion and institu-
tional criminalization of the poor. As such, it offers
evidence of the phenomenon and aims to open a
new line of research that needs to go deeper and ex-
plore the different types of stereotypes and acts of
discrimination that contribute to the phenomenon.

The presented analysis covers only English-
language posts from eight countries representing
different regions of the world. While English is an
official or majority language in the selected coun-
tries, other languages are also widely spoken in
some of these countries. The user posts are col-
lected using a pre-specified set of terms in stan-
dard English that may exclude related terms in re-
gional dialects. Further, the posts are collected only
from one social media platform, Twitter. Similar
to any other social network, Twitter represents a
non-random sample of the general population in
terms of gender, age, ethnicity, and other socio-
demographic characteristics (Mislove et al., 2011).
In particular, it is predominantly used in the United
States (Barbieri et al., 2020). Therefore, the find-
ings from this study may not generalize to popula-
tion at large. Future work will extend this analysis
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to cover other languages, geographical locations,
and sources of public opinion. In addition, the in-
clusion of multi-modal data, combining text with
images and video, can enrich the analysis of social
media discourse on poverty and criminality.

The analysis relies on automatic methods of data
collection and categorization. While allowing to
process large amounts of data, these methods in-
evitably introduce errors and the quantitative re-
sults might be imprecise. Nevertheless, we believe
the overall conclusions of the study, supported by
both quantitative and qualitative analyses, should
hold.
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A Prompting LLMs

Here, we list the best zero-shot and few-shot
prompts for the three LLMs.

GPT-3.5-turbo
Zero-shot prompt: Your task is to determine
whether a given text associates poor
people and criminality. Answer ‘yes’ if
the text implies that poor or homeless
people commit crimes, are arrested, go to
jail, or are harassed by police. Answer
‘no’ if the text implies that poor or
homeless people are the victims of crimes,
if people steal from the poor, or if
the text is neutral. Does the following
text relate poverty, criminality, and law
enforcement? Answer yes or no only. TEXT:
<sentence>

Few-shot prompt: Your task is to determine
whether a given text associates poor
people and criminality.Answer ‘yes’ if
the text implies that poor or homeless
people commit crimes, are arrested, go
to jail, or are harassed by police.
Answer ‘no’ if the text implies that poor
or homeless people are the victims of
crimes, if people steal from the poor,
or if the text is neutral.

TEXT: Poor people are all criminals.
ANSWER: Yes

TEXT: Jails are only for poor people.
ANSWER: Yes

TEXT: Police arrest only poor people.
ANSWER: Yes

TEXT: Police harass homeless people and
destroy homeless encampments.
ANSWER: Yes
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TEXT: High crime rates and high
homelessness are two main issues in
our country.
ANSWER: No

TEXT: Stealing from the poor is
unacceptable.
ANSWER: No

Does the following text relate poverty,
criminality, and law enforcement? Answer
yes or no only.
TEXT: <sentence>
ANSWER:

Llama 2

System Prompt: Your task is to determine
whether a given text implies that poor
people commit more crimes, or should be
punished for being poor. You may only
output ‘yes’ or ‘no’

Zero-shot prompt: Does the following text
relate poverty, criminality, and law
enforcement? Answer yes or no only. TEXT:
<sentence>

Few-shot prompt: Your task is to determine
whether a given text associates poor
people and criminality. Answer ‘yes’ if
the text implies that poor or homeless
people commit more crimes, are arrested
more, go to jail more, or are harassed
by police just because they are poor.
Answer ‘no’ if the text implies that poor
or homeless people are the victims of
crimes, if people steal from the poor,
or if the text is neutral. Here are some
examples for you to learn from:

TEXT: Poor people are all criminals.
LABEL: Yes

TEXT: Jails are only for poor people.
LABEL: Yes

TEXT: Stealing from the poor is
unacceptable.
LABEL: No

TEXT: Police arrest only poor people.
LABEL: Yes

TEXT: Police harass homeless people and
destroy homeless encampments.
LABEL: Yes

TEXT: High crime rates and high
homelessness are two main issues in
our country.
LABEL: No

Based on these examples, does
the following text relate poverty,
criminality, and law enforcement? Answer
yes or no only.

TEXT: <sentence>
ANSWER:

Flan-T5

Zero-shot prompt: Your task is to determine
whether a given text associates poor
people and criminality. Answer ‘yes’ if
the text implies that poor or homeless
people commit more crimes, are arrested
more, go to jail more, or are harassed by
police just because they are poor. Answer
‘no’ if the text implies that poor or
homeless people are the victims of crimes,
if people steal from the poor, or if the
text is neutral. Answer ‘yes’ or ‘no’ for
the following text: <sentence>

Few-shot prompt: Your task is to determine
whether a given text implies that poor
people commit more crimes, or should be
punished for being poor.

TEXT: Poor people are criminals.
ANSWER: Yes

TEXT: Jails are for poor people.
ANSWER: Yes

TEXT: Stop stealing from the poor.
ANSWER: No

TEXT: Police arrest only poor people.
ANSWER: Yes

TEXT: Police harassed homeless people,
destroyed homeless encampments.
ANSWER: Yes

TEXT: Poor people are being harassed,
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beaten, arrested by the police.
ANSWER: Yes

TEXT: It’s scary to walk past homeless
people because they will probably attack
me.
ANSWER: Yes

Based on these examples, does
the following text relate poverty,
criminality, and law enforcement? Answer
‘yes’ if the text implies that poor or
homeless people commit more crimes, are
arrested more, go to jail more, or are
harassed by police just because they are
poor. Otherwise, answer ‘no’.
TEXT: <sentence>
ANSWER:
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