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Abstract

Spam emails constitute a significant proportion
of emails received by users, and can result in
financial losses or in the download of malware
on the victim’s device. Cyberattackers create
spam campaigns to deliver spam messages on a
large scale and benefit from the low economic
investment and anonymity required to create
the attacks. In addition to spam filters, rais-
ing awareness about active email scams is a
relevant measure that helps mitigate the con-
sequences of spam. Therefore, detecting cam-
paigns becomes a relevant task in identifying
and alerting the targets of spam. In this pa-
per, we propose an unsupervised learning algo-
rithm, SpamClus_1, an iterative algorithm that
groups spam email campaigns using agglom-
erative clustering. The measures employed to
determine the clusters are the minimum num-
ber of samples and minimum percentage of
similarity within a cluster. By evaluating Spam-
Clus_1 on a set of emails provided by the Span-
ish National Cybersecurity Institute (INCIBE),
we found that the optimal values are 50 mini-
mum samples and a minimum cosine similarity
of 0.8. The clustering results show 19 spam
datasets with 3048 spam samples out of 6702
emails from a range of three consecutive days
and eight spam clusters with 870 spam samples
out of 1469 emails from one day.

1 Introduction

In 2023, more than 45% of the emails received
by individuals were spam (Kulikova et al., 2024)
and this figure is projected to reach 4.48 billion
emails per day by 2024 (Dixon, 2022). Due to
the characteristics provided by emails, such as low
economic investment and anonymity, spam cam-
paign emails have become a useful tool employed
by cyberattackers to perform criminal activities.
Some examples are the advertising of fake prod-
ucts, scams that cause financial losses, the mass
mailing of malware, or illegal activities that end, in
many cases, in economic losses for companies or
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even individuals (Karim et al., 2021). To reduce
the impact or potential damage to users, companies
try to run awareness campaigns indicating actions
to be avoided, such as downloading files from un-
known email addresses. In addition, platforms like
Gmail in turn implement filters that label emails as
spam so that the user handles them with the greatest
possible care, and thus avoids becoming a victim
of malicious spam emails. Those filters use black
and white lists of email addresses to identify spam,
however, spammers are constantly developing tech-
niques to bypass the spam filters of e-mail clients
(Jafiez-Martino et al., 2023). These solutions are
most of the time lagging due to spammers’ ability
to innovate and troubleshoot to bypass filters. Some
of the techniques they use include hiding text, im-
ages, or even HTML tags in the email body. These
elements may add noise when we try to cluster
messages by their content (RAZA et al., 2021). Be-
cause of these reasons, it is important to understand
and develop systems that can remove these spam-
mers’ tricks and classify effectively spam emails
from legitimate ham emails. Clues for identifying
spammers are usually hidden in multiple aspects
such as content, behavior, relationships, and inter-
action with the review (Chen et al., 2018; Mewada
and Dewang, 2023). Authors usually try to group
emails by tagging them by subject. However, spam
campaigns can contain a wide variety of topics and
limiting the number of subjects can be an unrealis-
tic scenario. In this paper, we propose the first ver-
sion of an iterative algorithm that uses the agglom-
erative cluster to detect spam campaigns based on a
minimum number of examples and a similarity per-
centage between emails from the same campaign,
in this case measured as cosine similarity.

The rest of the paper is organized as follows: the
literature review is presented in section 2. In sec-
tion 3, we explain the methodology. Then, we in-
troduce the experiments and results in section 4. Fi-
nally, the discussion, conclusions and future work
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are described in section 5 and section 6.

2 Literature review

Authors have applied different approaches to ad-
dress spam campaign detection and spam cluster-
ing. Most of the works in this field use the content
of the emails to group them and identify the cam-
paigns. Li et al. (2013) followed this approach and
applied a topic modeling technique based on Latent
Dirichlet Allocation to detect spam reviews, but did
not consider the identification of campaigns. How-
ever, authors such as Li and Hsieh (2006) used the
URL as a basis to cluster spam campaigns using
the amount of money mentioned in the email as
an additional feature. Several email features have
also been used for clustering phishing campaigns,
as proposed by Althobaiti et al. (2023), who em-
ployed Mean Shift algorithm to group emails based
on the email sender, subject, body, and URL. Dinh
etal. (2015) also used several email features in their
work, including the email content type, character
set, subject, layout, URL, and attachment. Their
proposal consisted of a software framework that
identifies campaigns in real-time and labels and
scores the campaigns detected. They employed a
database to handle a large number of spam emails,
a scoring mechanism to highlight severe spam cam-
paigns and a visualization tool.

Typically, spam campaign detection is addressed
as a binary classification problem. For example,
Karim et al. (2021) proposed an unsupervised algo-
rithm that clusters emails into ham and spam, based
on the domain and header information. They used
a dataset with 22,000 emails from several sources,
such as Guenter (2021), TREC (NIST, 2007) and
ENRON (2015) datasets. However, some authors
manage this problem as a multi-classification prob-
lem, where they create clusters based on the topic
of the spam campaign (Ligthart et al., 2021; Saidani
et al., 2020). Wang et al. (2016) proposed a model
based on auto-encoders and clustering algorithms
for spam review detection, although they do not
identify campaigns. Our approach addresses spam
campaign detection as a clustering problem where
we group our spam campaigns in clusters with the
same topic without labeling the dataset. The sam-
ples of the clusters in most of the cases should be
similar except for small differences in specific data
such as personalized information.

Therefore, the objective of our research is not to
detect spam or identify spam topics, but rather to
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identify campaigns, which consist of sets of emails
with the same goal and similar characteristics, usu-
ally sent within a certain period of time. These
campaigns often target users who have something
in common, such as being clients of the same orga-
nization. It would be helpful for Computer Emer-
gency Response Teams to detect if a campaign is
taking place, allowing an early response to the at-
tacks and would enable them to alert users.

While the most recent dataset for email cluster-
ing dates from 2019-2020 (Althobaiti et al., 2023),
we use a set of emails provided by the Spanish
National Cybersecurity Institute (INCIBE) consist-
ing of spam emails from 2021. Additionally, in
contrast with existing proposals by other authors
who used techniques such as DBSCAN (Althobaiti
et al., 2023) or topic modeling (Li et al., 2013),
we propose a technique based on agglomerative
clustering. Moreover, the goal of SpamClus is to
group emails together if they are likely to belong
to the same spam campaign, as opposed to other
authors who aim to cluster emails by topic, without
considering if they belong to a spam campaign.

In previous work, only Wang et al. (2016)
have used an approach based on autoencoders.
Transformer-based models have obtained promis-
ing performance in clustering tasks (Mehta et al.,
2021) and they are able to provide information
about context. Thus, regarding the input for the
SpamClus algorithm, we use BERT embeddings
instead of features.

Finally, regarding spammer tricks present in
spam emails, only Saidani et al. (2020) consid-
ered the presence of such techniques by adding the
recognition words with separate letters. In contrast,
we add a pre-processing step that removes hidden
text using OCR.

3 Methodology

3.1 Datasets and pre-processing

We used a set of 4829 spam emails provided by
INCIBE of possible spam campaign emails. The
dataset contains real English and Spanish emails
collected in 2021. Analyzing the content of the
emails, we found that several emails contain hidden
text. This hidden text is not visible in email visors,
and it is added by spammers to introduce noise and
reduce the efficacy of spam filters, as hidden text
contains random topic text (Janez-Martino et al.,
2023). We used Optical Character Recognition
(OCR) to remove the hidden text and extract only



visible text from the emails. This pre-processing
technique enables the extraction of the text that the
user would see when receiving the email, and the
removal of the random content that is unrelated to
the spam campaign. In particular, we used the OCR
technique provided by the python library Pytesser-
act to extract only the visible text from the email
HTML image. The OCR pipeline first detects if
the content contains HTML code and, in that case,
takes a screenshot of the email body and then ex-
tracts the text using OCR. This approach assumes
that all HTML emails contain hidden text.

Besides, we removed the special characters, the
remaining HTML and CSS tags, and the query
strings, and replaced the HTML quotes with the
character itself (e.g &aacute is replaced by ’4’).

We also noticed that spam campaigns might have
information that changes depending on the person
to whom the spammers send the email. This in-
formation is added to personalize the emails. To
reduce differences between emails from the same
campaigns, we replaced personal information in-
cluded in emails, such as email addresses and even
URLs, with tokens.

3.2 Iterative clustering algorithm

We propose a new algorithm named SpamClus
1. This algorithm assesses different values of the
threshold in a decreasing manner, along with sev-
eral iterations. Thus, it first forms large clusters
and evaluates whether or not they form a spam cam-
paign depending on the input arguments. To eval-
uate whether a cluster is considered a campaign,
we computed the cosine similarity of each cluster.
This is defined as the average of cosine similarities
among all pairs of emails in the cluster.

The input arguments are the same set of data
(emails), a minimum number of samples and a min-
imum value of similarity per cluster that must be
met to be considered spam. First, it calculates
an initial threshold. To calculate this threshold,
we randomly take 300 samples of the dataset (no
matter the topic of the sample) and calculate the
Euclidean distance between them, and we take as
the initial threshold the ceiling of the maximum
distance between two of the 300 samples.

We also perform the pre-processing described in
subsection 3.1 for the content of the emails. Next,
we use a pre-trained BERT model to extract the
embeddings from the preprocessed email content.
We chose a BERT model with support for multiple
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languages because we have emails in English and
Spanish.

After that, we start with the first iteration. Within
each iteration, we use the embeddings to create
clusters using agglomerative clustering and then
we label each email with its respective cluster iden-
tification. The next step is to calculate the number
of samples that are within each cluster and the co-
sine similarity of each cluster.

Based on the computed number of samples
and the cosine similarity of each cluster, we
consider the clusters that achieve higher values
than the input arguments (min_samples and
man_similarty) as campaigns and save them in a
new dataset. Moreover, we remove those clusters
from the original dataset to disregard them in the
next iteration. Finally, we decrease by one unit the
threshold value and check the stop criteria. The
stop criteria encompass two aspects: the threshold
needs to remain positive and the number of sam-
ples of at least one cluster needs to be higher than
the min_samples value. The threshold value is
one of the input parameters for the agglomerative
clustering algorithm and is calculated as the great-
est possible distance between samples, therefore
it needs to be a positive value. If the number of
samples remaining for the current iteration is lower
than min_samples, or if the created clusters for
this iteration do not reach this value, it can be con-
cluded that the number of samples is insufficient to
be considered a campaign.

4 Experiments and results

We aim at optimizing the number of clusters de-
tected as spam campaigns while ensuring that
these clusters do not mix emails of different
topics. To this end, we fixed the input pa-
rameter, min_samples to 50 and calculate the
man_simzilarty to 0.8. The min_samples was
set due to the recommendation of a cybersecu-
rity technician from INCIBE as the optimal num-
ber to detect a campaign. We computed the
man_simalarty as follows.

We ran SpamClus for several ranges of days
taking from 14069 to 6702 samples and manually
checked the content of the email clustered as spam
campaigns. The objective was to identify the in-
stances where the algorithm clusters unrelated cam-
paigns, with the aim of maximizing the number of
samples clustered as spam campaigns but avoiding
clusters of mixed topics.



SpamClus 1 Spam detection algorithmic based on agglomerative clustering

min_Samples
man_similarity

emails_df

spam_df <+ DataFrame[(]

initial_threshold <— compute_threshold(df[content])
emails_content < preprocess_content(df [content])
embeddings < BERT_Encode(emails_content)

threshold < initial_threshold
do

emails_df [cluster] < agglomerative_clustering(embeddings, threshold)
number_samples < count_samples_per_cluster(emails_df [cluster])
cosine_similarities < cosine_similarity_per_cluster(emails_df [cluster])

spam_df <+ spam_df.append(emails_df where(number_samples > min_Samples

cosine_similarities > min_similarity)

emails_df — emails_df
cosine_similarities > min_similarity))

where(number_samples

&

> min_Samples

number_samples < count_samples_per_cluster(emails_df [cluster])

threshold < threshold — 1
embeddings < emails_df [cluster]

while (threshold > 0 & any(number_samples > min_Samples))

return spam_df, emails_df > Return spam campaigns clustered and emails no considered campaigns

Table 1 and Table 2 show the results obtained
for the ranges for three and one day we used to
compute an optimal min_similarty. Table 2
shows an optimal min_similarty in 0.6 since at
this point the created clusters do not merge dif-
ferent topics in the same cluster. However, Ta-
ble 1 shows that for a three-day range the optimal
man_simalarty is 0.8. Finally, we noticed that
the value for min_similarty depends on the in-
put emails, nevertheless, we set the value to 0.8
because it is the most frequent optimal value for
the emails we tested. The column “Mixed clusters?”
indicates whether the clusters created with the al-
gorithm contain samples regarding different spam
topics.

5 Discussion

In addition to the aforementioned techniques, other
methodologies were also evaluated. Initially, a
fixed-threshold approach was employed, yet en-
countered difficulties with each threshold utilized.
When we used a very high threshold, the small
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Min #Non-Spam # Spam  # Spam Mixed
similarity Samples Samples Clusters clusters?
0.9 3455 3247 16 No
0.8 3654 3048 19 No
0.7 4791 1911 22 Yes
0.6 5093 1609 24 Yes
0.5 5093 1609 24 Yes

Table 1: Spam clusters with different minimum cosine
similarity (From 11/12/2021 to 13/12/2021)

campaigns began to mix, leading to a high number
of emails per cluster, in which sometimes emails
from different topics are mixed. When the thresh-
old is low, the algorithm creates many clusters with
very high cosine similarity. This is because only
very similar emails are clustered together, but with
too few samples to be considered spam campaigns.
Finally, to avoid the problem described above, we
propose the Algorithm SpamClus 1.

With regard to the input parameters minimum
number of samples and minimum similarity, it can
be anticipated that we encounter similar issues



Min #Non-Spam  # Spam  # Spam Mixed
similarity Samples Samples Clusters clusters?
0.9 261 1208 4 No
0.8 423 986 8 No
0.7 599 870 8 No
0.6 599 870 8 No
0.5 823 646 9 Yes

Table 2: Spam clusters with different minimum cosine
similarity for one day (11/12/2021)

to those associated with modifying the threshold
value. Decreasing the minimum number of sam-
ples would mean that it would be possible to create
smaller clusters. However, because campaigns are
created when spam emails are distributed on a large
scale, we need to establish a minimum so that the
amount is big enough to be considered a campaign.
Increasing the minimum number of samples could
cause campaigns to go undetected if the value is
too high. As indicated in section 4, decreasing
the value of minimum similarity increases the pos-
sibility of creating mixed clusters where samples
belong to different topics. However, increasing the
value too much could result in campaigns going
undetected. In our work, the minimum number of
samples was established by an INCIBE cybersecu-
rity technician with experience in the field of spam
campaigns. The value could be modified for other
applications if considered appropriate, but the con-
sequences mentioned above should be taken into
account. Automating the selection of minimum
similarity is proposed as future work.

6 Conclusions and future work

In this work, we presented a baseline algorithm that
addressed the problem of spam campaign detection
using agglomerative clustering named SpamClus 1.
This algorithm avoids having a fixed threshold,
which creates small clusters with high similarity or
big clusters with low similarity. The output of this
algorithm is two variables that contain the clusters
considered spam and non-spam. This output de-
pends on two criteria to consider a campaign: the
minimum number of samples and the similarity of
the emails in the cluster. We fixed the first parame-
ter to 50 based on experts’ recommendations and
calculated the second to 0.8 depending on the most
frequent optimal value tested on several ranges of
dates emails. With those fixed values, we obtained
19 spam clusters with a total of 3048 samples for a
range of three days (see Table 1) and 8 spam clus-
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ters with a total of 870 samples for one day (see
Table 2).

In future work, we will explore new approaches
to automatically compute the minimum cosine sim-
ilarity depending on the emails being clustered.
In addition, we might explore new options to re-
move hidden text from the email content because
the OCR approach takes too long to extract only
visible text.

Furthermore, the current proposal to remove hid-
den text from emails using OCR requires a sig-
nificant computational cost. Therefore, in future
work, we propose to explore alternative methods
for removing hidden text and preserving only the
relevant email content.

Limitations

In this work, we have evaluated SpamClus 1 algo-
rithm using five different minimum cosine similar-
ity values, ranging from 0.5 to 0.9. Our findings
indicate that the optimal value is 0.8. The algorithm
could be improved by incorporating an automatic
calculation of the similarity value, based on the
emails being clustered.

Ethical statement

This work can contribute to society and human
well-being and avoid harm: by ensuring the safety
and security of individuals and organizations who
may otherwise fall victim to cyber threats. The sys-
tem to detect spam email campaigns can contribute
to alerting individuals and companies targeted by
spam campaigns and reducing the number of vic-
tims of spam attacks.

Use of AI Technologies: We recognize the po-
tential for misuse of Al technologies, including the
possibility of adversarial attacks. We advocate for
the ethical use of Al in cybersecurity, emphasizing
its role in protecting individuals, organizations, and
societies against cyber threats.
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